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1 Prompt Engineering

Creating the final prompt used for the main results was an iterative process. We initially tried
simply asking the LLM to imagine that they were a certain persona and to answer questions.
This produced results that were both difficult to process (open-ended text results) as well as often
resulting in the LLM’s refusal to provide the answers requested. We found that using the instruction
“Provide responses from this person’s perspective. Use only knowledge about politics that they
would have.” helped avoid refusals by the Al, although the resulting output remained open-ended
and hard to process. We then provided more detailed instructions about the format of the output
requested, describing the the desired .csv format where each row corresponded to a given target
group, and the columns included the name of the group and the synthetic thermometer score.

The code that produced the resulting prompt for our initial synthetic data was used in early
April of 2023, and is reproduced below. We relied on the openai package for R and described the
persona along the dimensions of age, race, gender, income (inc), education (educ), and party ID
(pid). All persona were defined as registered voters who lived in the United States in 2019. The
following approach was inspired by Marquez [2023].

library(tidyverse)
library (openai)

Sys.setenv (OPENAI_API_KEY = 'YOUR_KEY_HERE')

; # Function to create prompt out of inputs

create_prompt <- function(audit_data) {
res <- list()
for(i in 1:nrow(audit_data)) {
age = audit_data$agel[il]

race = audit_data$race[il
gender = audit_data$gender [i]
inc = audit_data$inc[i]

educ = audit_data$educ([i]

pid = audit_data$pidl[il
res[[i]] <- list(

list (
"role" = "system",
"content" = stringr::str_c(
"You are a ",age," year old ",race," ",gender,
" with a ",educ,", earning $",inc," per year. ",
"You are a registered ",pid," living in the USA in 2019.")
),
list (
"role" = "user",
"content" = stringr::str_c(

"Provide responses from this person's perspective.\n

Use only knowledge about politics that they would have.\n
Format the output as a csv table with the following format:\n
group , thermometer\n

The following questions ask about individuals' feelings
toward different groups.\n

Responses should be given on a scale from O (meaning cold
feelings) to 100 (meaning warm feelings) .\n

Ratings between 50 degrees and 100 degrees mean that\n

you feel favorable and warm toward the group. Ratings
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}

between 0O\n

degrees and 50 degrees mean that you don't feel
favorable toward\n

the group and that you don't care too much for that
group. You\n

would rate the group at the 50 degree mark if you don't feel\n

particularly warm or cold toward the group.\n
How do you feel toward the following groups?\n",
'The Democratic Party?\n',

'The Republican Party?\n',

'Democrats?\n',

'Republicans?\n',

'Black Americans?\n',

'White Americans?\n',

'Hispanic Americans?\n',

'"Asian Americans?\n',

'Muslims?\n',

'Christians?\n',

'Immigrants?\n',

'Gays and Lesbians?\n',

'Jews?\n',

'Liberals?\n',

'Conservatives?\n',

'Women?\n')

return (res)

# Define profiles to iterate over
audit_data <- expand.grid(age = c(20,35,50,65),

race = c('non-Hispanic white',
'non-Hispanic black',
'"Hispanic'),

gender = c('male','female'),

inc = ¢('30,000','50,000','80,000",
'100,000', 'more than $150,000'),

educ = c('high school diploma',
"some college, but no degree",
"bachelor's degree",
"postgraduate degree"),

pid = c('Republican', 'Democrat','Independent'),

stringsAsFactors = F) %>

as_tibble ()

# Function to submit the query

submit_openai <- function(prompt, temperature

0.2, n=1) {

res <- openai::create_chat_completion(model = "gpt-3.5-turbo",
messages = prompt,
temperature = temperature,
n = n)

Sys.sleep (1)
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}

# Create an empty csv file to append to.

# df <- data.frame(audit_datal[O,],

# group = as.character (),

# thermometer = as.numeric(),

# draw = as.numeric (),

# index = as.numeric (),

# stringsAsFactors = F)

#

# write.table(df,file = './results/therm_ANES.csv',
# append = F,row.names = F,col.names = T,sep = ',"')

# Load the already completed data
df <- read_csv('./results/therm_ANES.csv') %>%
mutate (index = as.numeric(gsub(',NA','', ,index)))

# Pick up where the previous run left off

if (nrow(df) == 0) {

start = 1
} else {

start = max(df$index,na.rm=T) + 1
}

toSave <- NULL
TPM <- RPM <- NULL
zz <- zzz <- Sys.time()
for (i in start:nrow(audit_data)) {
prompts <- create_prompt (audit_datali,])

# Iterate over different temperature settings

for(t in seq(.1,1,by = .3)) {
openai_completions <- try(prompts |[>
purrr::map (submit_openai ,temperature = t,n =
20))
while (class (openai_completions) == 'try-error') {

Sys.sleep (60)
cat ('issue on\n',
"temp =',t,'\n',

paste(audit_datali,],collapse = ' / '),'\n')
openai_completions <- try(prompts |[>
purrr::map (submit_openai,temperature = t,n
= 20))

tmp <- NULL
for(j in 1:length(openai_completions[[1]]$choices$message.content)) {
tmp <- bind_rows (tmp,
read.csv(text = gsub('\\\\','"',
openai_completions[[1]]$choices$message.content [j]



col.names = c('group', 'thermometer')) %>%

mutate (draw = j,
temp = t,
thermometer = as.numeric(thermometer)))

toSave <- toSave %>%
as_tibble () %>%
bind_rows (data.frame (audit_datali,]) %>%
cbind (tmp %>%
mutate (index = i)))

TPM <- sum(TPM, openai_completions[[1]]$usage$total_tokens)
RPM <- sum(RPM,1)

3

# Code to prevent exceeding API limits

if (difftime (Sys.time () ,zzz,units = 'mins') < 1) {

if (RPM > 3000 | TPM > 85000) {
cat ('RPM = ' ,RPM, '\nTPM = ',TPM, '\n')
Sys.sleep(max(0,as.numeric (60 - difftime(Sys.time() ,zzz,units = '
secs'))))
RPM <- TPM <- NULL
zzz <- Sys.time ()
cat ('Approaching rate limit\n')
}
} else {
RPM <- TPM <- NULL
zzz <- Sys.time ()

}

# Append results to csv file every hundred profiles

if (i %% 100 == 0) {

write.table(toSave,file = './results/therm_ANES.csv',
append = T,row.names = F,col.names = F,sep = 0o 0)
toSave <- NULL
cat (i, 'in',round(difftime (Sys.time () ,zz,units = 'mins'),2),'minutes\n'
)
zz <- Sys.time ()
¥
}

We ran the preceding prompt three times in the spring and summer of 2023: first in mid-April,
second in mid-June, and again in early July. In each case, there were rare instances in which
either the code or the API experienced an issue that prevented us from gathering the data for a
given target group-by-persona. In most cases, these were random with respect to our quantities of
interest. In one case though, there were systematically more issues with our synthetic responses for
the Democratic Party. This was due to the fact that we asked about this group first in the list of
target groups, meaning it would occupy the first row in the resulting csv/tsv file.! In some cases,

"We initially requested the results in .csv format, but found that this would create issues with the detailed version

of the prompt that asked for explanations, since these would often include commas. As such, we switched to the tsv
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this first row would not include a header, meaning that we treated the response for the Democratic
Party target group as the header and lost it. These issues were rare enough in the initial April run
of the script that we did not notice the issue until later. However, the June iteration of the same
prompt yielded many errors of this type, but — perplexingly — only for the prompts for Democrat and
Independent personas. The Republican persona was far more likely to include the header row and
avoid the issue. We fixed the issue in subsequent runs of the API, and drop the Democratic Party
results from all analyses of the June vintage of our data. We plot the API errors below in Figure
1 by party, target group, and vintage, highlighting that, with the exception of the aforementioned
issue with the Democratic Party target group, there is little evidence to make us concerned that
errors in data collection are non-randomly associated with the target groups or persona profiles.
Even in cases where we observe larger proportions missing, these never exceed 1.15% of the intended
synthetic sample size. In most cases, missingness amounts to a single synthetic sample out of the
20 intended to be gathered for a given persona for a given target group.

Missing Synthetic Data
% of all synthetic samples expected

Simple (April) Simple (June) Simple (July) First-=Person (June)
Democratic Partyq  0.01% 0.06% 0.02% 0 0 0, 0.01% 0.03% 0.07% 2.4% 0.21% 0.12%
y 0 049.1%
Republican Party4  0.01% 0.05% 0.02% 0.02% 0.01% 0.02% 0.01% 0.03% 0.08% 0.05% 0.02% 0.01%
P! y
Gays and Lesbians - 0.02% 0.03% 0.02% 0.01% 0.05% 0.05% 0.05% 0.03% 0.02%
Liberals 4 0.02% 0.02% 0.01% 0.01% 0.05% 0.05% 0.05% 0.02% 0.02%
Jews 0.02% 0.02% 0.01% 0.01% 0.05% 0.05% 0.05% 0.02% 0.02%
% Conservatives A 0.02% 0.02% 0.01% 0.01% 0.05% 0.05% 0.05% 0.02% 0.02%
o Muslims 0.02% 0.02% 0.01% 0.01% 0.04% 0.05% 0.05% 0.02% 0.02%
(O] White Americans - 0.02% 0.03% 0.01% 0.01% 0.03% 0.04% 0.05% 0.02% 0.02%
ko) Immigrants o 0.02% 0.02% 0.01% 0.01% 0.03% 0.05% 0.05% 0.02% 0.02%
E’ Hispanic Americans - 0.02% 0.02% 0.01% 0.01% 0.03% 0.05% 0.05% 0.02% 0.02%
ﬁ Democrats 0.02% 0.02% 0.01% 0.01% 0.02% 0.03% 0.04% 0.05% 0.02% 0.01%
Christians A 0.02% 0.02% 0.01% 0.01% 0.03% 0.05% 0.05% 0.02% 0.02%
Asian Americans A 0.02% 0.02% 0.01% 0.01% 0.03% 0.05% 0.05% 0.02% 0.02%
Women 4 0.01% 0.02% 0.01% 0.05% 0.05% 0.05% 0.02% 0.02%
Republicans 0.02% 0.02% 0.01% 0.02% 0.03% 0.04% 0.05% 0.02% 0.01%
Black Americans 4 0.02% 0.02% 0.01% 0.01% 0.03% 0.04% 0.05% 0.02% 0.01%
T T T T T T T T T T T T
X 3 X 3 X 3 X X
N S . 0’69 @ S 0’85\ @ & . 0’§ N S . Oé‘
& & ¢ & & ) & & & & & )
S S ¢ S S S S S © s
¢ N N ¢ & L ¢ NI ¢ & L
Q ¥ < Q ¥ & Q ¥ & Q N2 &
& & & &

Party ID (persona)

Figure 1: Proportion of missing synthetic responses by target group (y-axes), synthetic party ID
(x-axes) and vintage of data collection / prompt type (columns).

In June, we also re-ran the preceding prompt replacing second-person pronouns with first-
person pronouns at the suggestion of a reviewer who pointed out that human respondents believe
out-groups hold more extreme views than they actually do [Levendusky and Malhotra, 2016]. It is
possible therefore that ChatGPT inherits this second-person bias, exaggerating extremism not via
any particular limitation of the technology, but rather by accurately reflecting how humans perceive
polarization. The revised first-person prompt is copied below (note that the only difference between
the original prompt and the first person is found in the system parameter, and we save space by
only copying the adjusted language).

list(
list(
"role" = "system",

format in June.
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"content" = stringr::str_c(

"I am a ",age," year old ",race," ",gender,
" with a ",educ,", earning $",inc," per year. ",
"I am a registered ",pid," living in the USA in 2019.")
),
list (
"role" = "user",
"content" = stringr::str_c(

"Provide responses to the following questions.\n

Format the output as a csv table with the following format:\n

group , thermometer\n

The following questions ask about individuals' feelings toward
different groups.\n

Responses should be given on a scale from O (meaning cold
feelings) to 100 (meaning warm feelings).\n

Ratings between 50 degrees and 100 degrees mean that\n

you feel favorable and warm toward the group. Ratings between O\

degrees and 50 degrees mean that you don't feel favorable toward
\n

the group and that you don't care too much for that group. You\n

would rate the group at the 50 degree mark if you don't feel\n

particularly warm or cold toward the group.\n

How do you feel toward the following groups?\n",

'The Democratic Party?\n',

'The Republican Party?\n',

'Democrats?\n',

'Republicans?\n',

'Black Americans?\n',

'White Americans?\n',

'"Hispanic Americans?\n',

'"Asian Americans?\n',

'"Muslims?\n',

'"Christians?\n',

'Immigrants?\n',

'"Gays and Lesbians?\n',

'Jews?\n',

'Liberals?\n',

'Conservatives?\n',

'Women?\n')

)

We also created a new prompt that allowed us to more carefully test which aspects of the
persona matter most to accuracy of the synthetic data. This prompt operated slightly differently
from the preceding, although the core components remained. Specifically, we used this prompt to
collect 30 synthetic respondents per human, not per persona. In addition, we also asked the Al to
provide both an explanation for its response, as well as a numeric measure of its confidence in its
response.

The inclusion of an explanation, although significantly more expensive, was based on an anony-
mous reviewer’s observation that restricting the LLM to provide only numbers may hurt its perfor-
mance, since numbers live in a similar part of the embedding space. The inclusion of a confidence
measure was also based on reviewer feedback, who wondered whether we could actually measure
the posterior probability of the thermometer score chosen. We analyze both of these additional



pieces of information in more detail below. In SI Section 5 below, we use NLP on the open-ended
explanations provided by ChatGPT to validate the numeric thermometer scores that were provided
by showing that the explanations for two responses that are closer together numerically, are also
more similar in terms of their language. And in SI Section 9.3 below, we investigate the relation-
ship between the empirical uncertainty across 30 synthetic respondents for a given human, and the
“self-reported” confidence of the LLM when it generated those numbers.

The prompt for the open-ended response is reproduced below. (Note that the code has been
refined for greater legibility. We now generate the system prompt with a simple gsub() command
that flies in the relevant characteristics directly from the ANES respondent.)

full <- "It is [YEAR]. You are a [AGE] year-old, [MARST], [RACETH] [GENDER
] with [EDUCATION] making [INCOME] per year, living in the United
States.

You are [IDEO], [REGIS] [PID] who [INTEREST] pays attention to what's
going on in government and politics."

demog <- "It is [YEAR]. You are a [AGE] year-old [MARST] [RACETH] [GENDER]
with [EDUCATION] making [INCOME] per year, living in the United States

pol <- "It is [YEAR]. You are [IDEO], [REGIS] [PID] who [INTEREST] pays
attention to what's going on in government and politics, living in the
United States."

system_prep <- function(frame,lookup) {
for(col in colnames (lookup)) {
frame <- gsub(pasteO('\\[',toupper(col),'\\]"'),lookup[lcol]l][1], frame)
}
return (frame)

3

create_prompt <- function(systemPrompt) {
res <- list(

list(
"role" = "system",
"content" = systemPrompt
),
list (
"role" = "user",
"content" = stringr::str_c(

"Provide responses from this person's perspective.\n

Use only knowledge about politics that they would have.\n

Format the output as a tsv table with the following format:\n

group\tthermometer\texplanation\tconfidence\n

The following questions ask about individuals' feelings toward
different groups.\n

Responses should be given on a scale from O (meaning cold
feelings) to 100 (meaning warm feelings).\n

Ratings between 50 degrees and 100 degrees mean that\n

you feel favorable and warm toward the group. Ratings between O\



1

degrees and 50 degrees mean that you don't feel favorable toward
\n
the group and that you don't care too much for that group. You\n
would rate the group at the 50 degree mark if you don't feelln
particularly warm or cold toward the group.\n
How do you feel toward the following groups?\n",
'The Democratic Party?\n',
'The Republican Party?\n',
'Democrats?\n',
'Republicans?\n',
'Black Americans?\n',
'White Americans?\n',
'"Hispanic Americans?\n',
'"Asian Americans?\n',
'"Muslims?\n',
'Christians?\n',
'Immigrants?\n',
'Gays and Lesbians?\n',
'Jews?\n',
'Liberals?\n',
'Conservatives?\n',
'Women?\n')
)
)

return (res)

We ran this detailed prompt over the course of several weeks in June, 2023, using ChatGPT
3.5 turbo. In addition, we re-ran a smaller version of the prompt in July of 2023, using ChatGPT
4.0. To reduce expenses associated with the more costly GPT 4.0 endpoint, we only collected
one synthetic response per human, and only queried four target groups: Democrats, Republicans,
Liberals, and Conservatives. Data missingness in the detailed prompt using ChatGPT 3.5 again
does not appear to 3.5 be correlated with a particular group or persona, with the exception of the
Democratic (and, to a lesser extent, Republican) party (see Figure 2). Missingness in the GPT 4
version amounts to 11 missing human respondents without a synthetic counterpart at all, and —
among those with a synthetic counterpart — no missing responses for the Republican Party target
group, one missing response for the liberal group, six missing responses for the conservative group,
and 22 missing responses for the Democratic Party target group.

Finally, we used a modified version of the simpler prompt to evaluate the performance of
ChatGPT 3.5 on the 2016 ISSP dataset. Here, we only describe the human persona in terms of
their age, marital status, gender, education, and the country in which they lived. As above, we
instructed the LLM to adopt the persona’s perspective, provide only the numeric response for each
question, and described the Likert scale as it appeared in the original survey. The code to generate
synthetic responses to the questions about government are given below:

full <- "It is 2016. You are a [AGE] year-old, [MARST], [GENDER] with [
EDUC] , living in [COUNTRY]."

system_prep <- function(frame,lookup) {
for(col in colnames (lookup)) {
frame <- gsub(pasteO0('\\[',toupper(col),'\\]'),lookup[lcol]l][1],frame)
}

return (frame)

10



Missing data in detailed prompt results
Goal: 30 synthetic samples per person

Demographics—only prompt Politics—only prompt Full prompt
Black Americans - ocoo—{ ] ceee —{T] oo —T]
Muslims 4 oce00 — [] eeee —{]] oo —{T]
Christians ocoo —{ [] ceee —{]] eeo —T]
Asian Americans 4 ocoo — [] ceee —{]] eeeo —T]
White Americans ocoo —{ ] ceee —{[| coo—[I] | S
Liberals 1 oceoe — ] e | coo—] | 3
Jews A eceo — ] eese —{J] coo —J] é
Conservatives 4 oceo0 — | [] ceee —{]] coo —J]
Gays and Lesbians ocoo — [] ceee —{]] eeo —T]
Republican Party 4 ecose —{[]- ceeee —J] eoe —{T]
Democratic Party - ecooe —{J]- cecee —{] oeee —{[
Black Americans - ecooe — ] ceeee —|[] ecose —{J]
Muslims esooe — ] ceeee —J] ecess —{[]
a Christians - esooe — ] ceeee —J] ecees —{[]
3 A5|§n Amer!cans b eoeo0 — ] ceeee —[[] oooes —[] | =
= White Americans A ecoeoe — ] ceese —] ccose —[I] | &
9 Liberals A ecooe — ] ceese —{[] ecese —]J| '(.'g
87 Jews 1 ecooe — ] coeee —{]] ocees —I[] | 2
E Conservatives - esooe — ] ceeee —]] ecose —[] | #
Gays and Lesbians 4 eoe00 — ] ceeee —{[] ocooe —[[]
Republican Party 4 ~cessee —{[- eoee — (]| o ceseeee —[[—
Democratic Party - eceee —[]- ceee —[ } o ceceseee —| []—
Black Americans - ooo0 — [] ceeeeee {] ceoe —{]]
Muslims 4 ooo0 — [] “eceeee {] ceos —]J]
Christians 4 eco0 — [] ceseese {] ceoe —{]]
Asian Americans - ecoo — [] “ecsees {] ceoe —{J] -
White Americans - ecoo — [] ~ecevee {] ceoe —{J] | B
Liberals 1 ecoe —{ [] “ecevee {] cc00o—] [ &
Jews A ecoo —{ ] ~eseeee {] covo—T] |8
Conservatives 4 ecee — ] ceseese {] cooe—T] | >
Gays and Lesbians - ecoo — [] eceees {] ceoe —{]
Republican Party 4 ecove —{[]- ceee —{J] coeee —{[
Democratic Party A ecove —{[] ceee —{[] ® oo —[ I
(I) 1IO 2I0 3IO (I) lIO 2I0 3I0 CI) lIO ZIO 3IO

# samples per respondent

Figure 2: Number of synthetic responses by ANES respondent (x-axes) by target group (y-axes),
detailed prompt type (columns), and synthetic party ID (rows).

s }

0.2, n=1) {

12 submit_openai <- function(prompt, temperature

13 res <- openai::create_chat_completion(model = "gpt-3.5-turbo",
14 messages = prompt,

15 temperature = temperature,
16 n = n)

17 Sys.sleep (1)
18 res

21 create_prompt <- function(systemPrompt) {
22 res <- list(

11



23 list(

24 "role" = "system",

25 "content" = systemPrompt

26 ),

27 list(

28 "role" = "user",

29 "content" = stringr::str_c(

30 "Provide responses from this person's perspective.\n

31 Use only knowledge about politics that they would have.\n

32 Format the output as a tab-separated value (tsv) table with the
following format:\n

33 question\tanswer\n

34 where the question is formatted as Q1, Q2, etc. and the response

is formatted numerically.\n

35 For example, the first row of the table should be as follows:

36 Q1\t1i\n

37 Q2\t4\n

38 Q3\t3\n

39 The following questions ask about individuals' feelings regarding
the government and its proper role in society.\n

40 Each question can be answered on a 5-item scale with the
following categories:\n

41 1 - Strongly in favour of\n

42 2 - In favour of\n

43 3 - Neither in favour nor against\n

44 4 - Against\n

45 5 - Strongly against\n

46 'Here are something things the government might do for the economy

47 Please indicate which actions you are in favour of and which you
are against.\n

48 Q1: Cuts in government spending.\n

49 Q2: Government financing of projects to create new jobs.\n

50 Q3: Less government regulation of business.\n

51 Q4: Support for industry to develop new products and technology.\n

52 Q5: Support for declining industries to protect jobs.\n

53 Q6: Reduce the working week to create more jobs.\n")

54 )

55 )

56 return(res)

57 F

The code to generate synthetic responses to the questions about protestors and revolutionaries
are given below:

1 full <- "It is 2016. You are a [AGE] year-old, [MARST], [GENDER] with [
EDUC], living in [COUNTRY]."

3 system_prep <- function(frame,lookup) {

4 for(col in colnames (lookup)) {
5 frame <- gsub(pasteO('\\[',toupper(col), '\\]'),lookup[l[col]][1],frame)
6 }

7 return (frame)

s }

12



46

submit_openai <- function(prompt, temperature

0.2, n=1) {
"gpt-3.5-turbo",

res <- openai::create_chat_completion(model

messages = prompt,
temperature = temperature,
n = n)

Sys.sleep (1)
res

create_prompt <- function(systemPrompt) {

res <- list(

list(
"role" = "system",
"content" = systemPrompt
)’
list(
"role" = "user",
"content" = stringr::str_c(

"Provide responses from this person's perspective.\n
Use only knowledge about politics that they would have.\n
Format the output as a tab-separated value (tsv) table with the
following format:\n
question\tanswer\n
where the question is formatted as Q1, Q2, etc. and the response
is formatted numerically.\n
For example, the first row of the table should be as follows:
Q1i\ti\n
Q2\t4\n
Q3\t3\n
The following questions ask about individuals
protest against a government action.\n
Each question can be answered on a 4-item scale with the
following categories:\n
1 - Definitely allowed\n
2 - Probably allowed\n
8 Probably not allowed\n
4 - Definitely not allowed\n
'There are many ways people or organisations can protest against a
government action they strongly oppose.\n
Please show which you think should be allowed and which should not
be allowed.\n
Q1: Organising public meetings to protest against the government.\

' views about how to

Q2: Organising protest marches and demonstrations.\n

There are some people whose views are considered extreme by the
majority. Consider people who want to overthrow the government by
revolution.\n

Q3: Do you think such people should be allowed to hold public
meetings to express their views?.\n

Q4: Do you think such people should be allowed to publish books
expressing their views?'\n")

)
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)

return (res)

For ease of reference, we refer to the different
naming conventions described in Table 1.

prompts used in our analysis according to the

Prompt

Model

Description

Response

Date

Simple

First-person

Detailed 3.5

Detailed 4.0

ISSP Gov

ISSP Prot

GPT 3.5

GPT 3.5

GPT 3.5

GPT 4.0

GPT 3.5

GPT 3.5

age, race, gender, education,
income, partisanship

age, race, gender, education,
income, partisanship

age, race, gender, education,
income, partisanship, ideol-
ogy, registration status, news
interest, marital status, year

age, race, gender, education,
income, partisanship, ideol-
ogy, registration status, news
interest, marital status, year

age, marital status, gender,
education, country

age, marital status, gender,
education, country

20 thermometer scores per 16
target groups-by-1,440 profiles

20 thermometer scores per 16
target groups-by-1,440 profiles

30 thermometer scores, explana-
tions, and confidences per 16 tar-
get groups-by-7,530 humans

1 thermometer score, explana-
tion, and confidence per 4 target
groups-by-7,530 humans

30 Likert responses per 6
questions-by-2,481 profiles
30 Likert responses per 4

questions-by-2,481 profiles

Apr Jun Jul ’23

June 2023

June 2023

July 2023

July 2023

July 2023

Table 1: Description of all prompts used. Main results are based on the “Detailed 3.5” prompt,
where we calculated the synthetic data’s per-human response using the average of its 30 draws.

There is little evidence of our prompts failing to generate estimates in a systematic manner,
beyond the issues produced by our code.
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2 Temperature and “creativity”

In the context of ChatGPT, “temperature” refers to how deterministic the choice of the subsequent
token in its output is, conditional on the prompt and the preceding tokens. Each subsequent token
is chosen from a probability distribution across tokens. A temperature setting of zero means that
the AT will always choose the most likely subsequent token. As temperature rises, the selection from
this distribution grows less deterministic, which is often colloquially referred to as “creativity”.

Our main results are generated by ChatGPT at its most “creative”, meaning that the tempera-
ture hyperparameter was set to 1.2 In theory, these results should be the noisiest and, potentially,
the most representative of the actual randomness in human survey responses. As we demonstrated
in the paper, even at this temperature setting, the ChatGPT estimates were far more precise than
those found among ANES respondents. On average, LLM estimates were only 40% as variable as
their ANES counterparts.

Note that this number combines two sources of variation. The first is the variation stem-
ming from averaging across different groups. For example, the LLM’s standard deviations for the
party-by-race results incorporated variation stemming from other covariates such as age, gender,
educational attainment, and income. The second is the inherent randomness of the data generating
process. Among humans, this is a reflection of all our quirks that aren’t captured by covariates.
In the LLM, it is a characteristic of the model, which can be partially tweaked by the temperature
parameter.

With this in mind, how much worse does this overconfidence grow if we reduce the creativity?
To investigate, we calculated the standard deviation for each target group for each profile in the
LLM data by temperature settings ranging from 0.1 to 1, using the original “simple” prompt from
April. We plot the averages of these measures of variance in Figure 3, illustrating how much less
uncertain our measures would have been had we reduced the temperature parameter. In all cases,
we highlight that reducing the temperature value (x-axes) reduces the average standard deviation
(y-axes) across target groups (rows), regardless of how coarse or how granular our aggregation of
the personas is (columns).

2Technically, the temperature hyperparameter can go even higher than 1. However, in testing we found that
exceeding the value of 1 produced either gibberish results, or results that were no longer formatted as requested to

aid data extraction.

15



PID by Race
by Age by Educ
by Gender by Inc
by Marital

PID by Race PID by Race
by Age by Educ by Age by Educ
by Gender by Gender by Inc

PID by Race PID by Race

PID alone PID by Race by Age by Age by Educ

10.0-

2:2:///////

SSEIV

2.5-

0.0-
10.0-e—eo—o—°

75-

il ///////

syoelg

25-
0.0-
10.0-
7.5-

///////

2%/ fmmp=aEcl iEmpEs =Sl (mmmsacE) mmpsazsl Immmses] (mmmsses

0.0-
10.0-

SUEIGII] sresoowaq suensuyd

swisniy

25-
0.0-
10.0-
7.5-
5.0-

10.0- °

7.5~

7 jE3EsicE: secian) Boesies meeadun: HEmsiss imceames

0.0-

Average of Standard Deviation Across Personas

sueolignday

SONYM

0.250.500.751.00 0.250.500.751.00 0.250.500.751.00 0.250.500.751.00 0.250.500.751.00 0.250.500.751.00 0.250.500.751.00
Creativity

Figure 3: Relationship between temperature hyperparameter (x-axes) and average standard devi-
ation of attitudes (y-axes) by target group (rows) and level of persona aggregation (columns).

16



3 First-person and second-person prompts

Our main results find that ChatGPT exaggerates polarization in the United States in 2019, com-
pared to actual human survey respondents to the 2016 and 2020 ANES waves. However, existing
work demonstrates that human respondents believe out-groups hold more extreme views than they
actually do [Levendusky and Malhotra, 2016]. It is possible therefore that ChatGPT inherits this
second-person bias, exaggerating extremism not via any particular limitation of the technology, but
rather by accurately reflecting how humans perceive polarization. As such, we re-ran our prompt
on July 5th, 2023 where we instructed ChatGPT with first-person descriptions (i.e. “I am a 24 year
old white male with a college degree earning $50,000 per year.” See the full prompt description in
SI Section 1 above.).

Consistent with expectations, we find attenuated evidence of exaggerated affective polarization
when using the first-person prompt (see Figure 4). In particular, we no longer observe more negative
attitudes toward out-group ideologues. In addition, at least among synthetic Democrats, the first-
person prompt yields greater accuracy in three of the four comparisons to the ANES estimate
(the exception being synthetic Democrats’ attitudes toward the Republican Party). However, the
first-person prompt is less accurate in almost every other comparison.

Although the evidence of exaggerated polarization is attenuated with the first person prompt,
this does not mean that a first person prompt performs better. As illustrated in Figure 5, the mean
absolute error for the first person prompt is larger than the original prompt for all target groups
except liberals and Muslims, and this pattern is even worse for the first person prompt when we
compare it to the July run of the original prompt.

A final note on the question of first- versus second-person pronouns is that the vast majority
of explanations that were recorded with the detailed prompt — which used second-person pronouns
to describe the persona to the LLM — were expressed in the first-person. In other words, even
though ChatGPT was prompted with “You are a...”, it replied with “I”, suggesting that it is able
to better inhabit the persona suggested than the humans documented in Levendusky and Malhotra
[2016], who were asked to indicate what they thought a “typical Democrat voter would want” (i.e.,
a third-person prompt).3

3We also tried a version of the first-person prompt that replaced both the description of the identity as well as the

question itself. This yielded even messier results, suggesting that a fully first-person prompt confused the algorithm.
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LLM and ANES feeling thermometer comparison
Persona partisanship in columns
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>
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Figure 4: Average feeling thermometer (x-axes) toward political target groups (y-axes) by synthetic
party ID (columns) and data type (red triangles are human respondents measured in the ANES,
solid black points are synthetic responses measured using the simple prompt in April 2023, and
hollow points are synthetic responses measured using the first-person variant of the simple prompt,

measured in June).
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First person prompt MAE
Vs April 2023 run of original prompt Vs July 2023 run of original prompt
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Figure 5: Mean absolute error (x-axes) measuring the average absolute difference between human
respondents in the ANES and their synthetic counterparts produced by either the first person
version of the simple prompt (black circles) or the second-person version of the simple prompt
(hollow circles) by target group (y-axes). Columns indicate whether the second-person version of
the simple prompt was collected in April or July of 2023.
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4 Replication

We document evidence of variation over time in our manuscript, suggesting that the July run of
the simple prompt produced less extreme measures compared to the initial April version of the
data. Here, we investigate this comparison in more detail, starting with a summary measure of the
change in thermometer scores. Aggregating over all profiles and all target groups, we find that the
July 2023 vintage data is less negative overall compared to the April 2023 vintage data. Figure
6 displays the histogram of the difference between the April and July versions of the data, where
negative values indicate that the July values are larger than their corresponding April values. As
illustrated, 48% of observations were higher in July than in April, compared to only 27% being
higher in April. Furthermore the magnitude of these differences is quite large, ranging up to 50
feeling thermometer points on the scale from 0 to 100.

Replication evaluation
April FT scores minus July FT scores for the same prompt

20000 1

15000 1

10000 A

5000 4

Number of respondents—by—target groups

=75 -50

50

April = July

Figure 6: Difference in synthetic estimates of feeling thermometers between the April and July
2023 vintages of the simple prompt.

In our main results, we show that this increase in warmth is driven primarily by the coolest
thermometer scores recorded in the April vintage data. Below, we calculate these scatter plots
for all target groups, illustrating that the big picture compression is not driven by any particular
target group (see Figure 7).

However, even here these patterns mask how weak the association is once we remove party. We
reproduce the same plot once more but calculate the associations for Democrats, Independents,
and Republicans separately. As illustrated in Figure 8, there is essentially zero correlation between
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Replication scatterplot
April vs July FT scores by target group
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Figure 7: Feeling thermometer scores for the April (x-axes) and July (y-axes) vintages of the simple

prompt, broken out by target group (facets).

the April and July runs of the same prompt. From this analysis, it would appear that the evidence
of moderation in the aggregate data is more a function of weak or zero correlations than of an
actual reduction in extremism. Put differently, Figure 8 further confirms our conclusion that the

synthetic data is driven primarily by politics.
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Replication scatterplot
April vs July FT scores by target group
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Figure 8: Feeling thermometer scores for the April (x-axes) and July (y-axes) vintages of the simple

prompt, broken out by target group (facets) and party ID of synthetic respondents (blue circles are
Democrats, grey circles are Independents, and red circles are Republicans).
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5 Validation

Our main results relied on ChatGPT’s numeric responses to a prompt about expressing feelings
in terms of numbers between zero and 100. However, numbers may be a more difficult unit for a
language model to produce, since they exist in a similar embedding space, meaning that the LLM
is more likely to draw from them at random. This is due to the fact that tokens in close proximity
in the embedding space are also proximate in terms of their posterior probability. To the extent
that this is a concern, the fact we do observe consistent patterns across covariates is reassuring.
Nevertheless it is worthwhile to validate these values.

To do so, we prompted ChatGPT to provide a short explanation for why it chose the feeling
thermometer number it did. There was surprising consistency in these explanations, to the extent
that we can document the correlation between a truncated version of the explanation (removing
references to a particular group and non-alphanumeric characters) and the feeling thermometer
score. Figure 9 plots the most commonly occurring explanations (those that are used 100 or more
times) and their associated feeling thermometers, sizing points by the number of instances of each
explanation-F'T score pair.

The plot provides very reassuring validation of the numeric feeling thermometer scores in two
ways. First, a cursory glance at the y-axis highlights that explanations associated with warmer and
colder FT scores are sensible (“i have a very warm feeling”, “i feel very favorable” etc. for higher
scores; “i do not feel favorably”, “i have very negative feelings”, “i strongly disagree with their
policies and beliefs” etc. for lower scores). Second, there is much more consistency vertically than
horizontally, meaning that a given explanation is only associated with a handful of clustered FT
scores, whereas a single FT score might have several different types of explanations. The exceptions
to this latter pattern are also intuitive. We document a wider range of FT scores associated with
“i don’t feel particularly warm or cold” and “i have mixed feelings” than the scores associated with
“i have very negative feelings” and “i feel very warmly”.

To more robustly validate the feeling thermometer scores produced by ChatGPT, we pursue
three different extensions. First, we use LDA [Blei et al., 2003] to generate topics for each explana-
tion. We estimate 30 topics (k) using both unigrams and bi-grams on the explanations, producing
a matrix of document-topic weights 64 describing how likely it is that explanation d is about
topic k, as well as a matrix of word-topic weights ¢,, ; that describe how likely it is that word w is
associated with topic k. We use these values to calculate the weighted average feeling thermometer
score per topic by weighting each synthetic response by the topic distribution 6 across documents
(explanations). Formally:

Avg FT score, = Z 41 * FT scoreq (1)

d

As illustrated in Figure 10, there is a reasonable association between the topics (indicated on the
y-axis by the top 5 most associated words, determined by the ¢ word-topic distribution) and the
feeling thermometer scores most commonly found in the explanations that are more heavily asso-
ciated with the topics. For example, the warmest feeling thermometer scores are those associated
with the topic concerning equal rights and support for members of the LGBTQ+ community when
used by Democrats. Conversely, the coldest topic is described by terms like “disagree” and “cold”,
as well as the bigram “disagree policies”. Interestingly, the topic associated with conservatives
(“conservatives”, “towards_conservatives”, “values”, “conservative”, “government”) is associated
with cold FT scores among Democrats, but warm FT scores among Republicans.

Second, we use a BERT transformer to embed these explanations in semantic space, producing
numeric representations of each explanation in a 768-dimension vector. If the AT is using feeling
thermometer numbers accurately, we would expect that the difference between the explanations
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Figure 9: Feeling thermometer scores (x-axis) by truncated explanation (y-axis).
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Relationship between topics and FT scores
FT score averages weighted by theta loadings
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Figure 10: Weighted average feeling thermometer score (x-axes) for thirty different topics (y-
axis) estimated on explanations provided by ChatGPT 3.5 turbo for why it chose the feel-
ing thermometer it did, disaggregated among Democrat, Independent, and Republican prompts
(columns). The weighted average uses the probability that topic k is associated with explanation
d to weight the contribution of explanation d’s associated feeling thermometer score. Formally:
Weighted Avg FT score, = ;04 * FT scoreg.

associated with a 10 score and a 20 score are similar to those between an 80 and a 90 score,
and that these are both smaller than the differences between a 10 score and an 80 score. We
can measure the difference between feeling thermometer scores with a simple absolute difference
metric. To capture the difference between the explanations, we rely on a cosine similarity metric of
each explanation’s 768-element long vector representation. To simplify the analysis, we aggregate
our data twice. First, we calculate the average vector representation for each feeling thermometer
score-by-target group-by-sociodemographic profile (dropping rarely occurring FT scores which turn
out to be those not rounded to 5 unit increments). Then, after calculating the cosine distance for all
vector representations, we then collapse the data once again to the average cosine distance for each
feeling thermometer distance-by-party ID. Figure 11 visualizes the results with the difference in
feeling thermometer responses on the x-axes and cosine distances between the vector representations
on the y-axes, with each facet indicating a target group-by-party ID.

As illustrated, the plots trend upward in almost every facet, albeit never linearly, indicating that
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Validating numeric FT scores
Semantic distance in explanations versus numeric distance in scores
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Figure 11: Comparison between how far apart two feeling thermometer scores are (x-axes) compared
to how far apart their explanations are in 768-dimensional embedding space using cosine distance
(y-axes). Points are colored by the party ID of the prompt and disaggregated by the target group
(facets).

numeric feeling thermometer responses which are further apart are accompanied by explanations
which are similarly further apart in semantic space. For reference, an example of two explanations
that are far apart in semantic space are “I feel warm toward Christians. I strongly identify as
a Christian and believe in their values and teachings.” (FT score = 90) versus “I feel very cold
toward the Democratic Party. They do not represent my values, and I disagree with their policies.”
(FT score = 0). This Euclidean distance between their thermometer scores of 90 corresponds to a
cosine distance between their vector representations of roughly 0.81 on a support ranging between
0 (semantically the same) to 1 (semantically totally dissimilar).

Finally, we use ChatGPT itself to assist us in annotating a random sample of 20,000 pairs of
explanations.? In each comparison, we ask ChatGPT 3.5 to indicate which explanation justifies a

“This idea was inspired by Wu et al. [2023].
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warmer evaluation of some group. Despite requiring that it makes a decision, the LLM nevertheless
indicated it could not determine in 3,563 cases. We start by comparing the predicted labels which
ChatGPT 3.5 could make a determination, to the true difference in FT scores, finding very strong
performance overall as indicated by the confusion matrix in Table 2, with an F-1 score of 0.15 for
predicting ties, 0.80 for predicting #1, and 0.79 for predicting #2. Furthermore, Figure 12 suggests
that disagreements between the Al’s choice of more positive explanation and the associated FT
score difference occur closer to zero — i.e., where the feeling thermometer scores are more similar.

Prediction
Tied 1 Warmer 2 Warmer
Tied (Truth) 624 423 445
1 warmer (Truth) 3333 11231 909
2 warmer (Truth) 2822 800 9399

Table 2: Confusion matrix summarizing results of pairwise comparison between two explanations,
one of which was associated with a warmer feeling thermometer score than the other. Columns
indicate predictions of which of two explanations is warmer according to ChatGPT 3.5-turbo when
asked to read both explanations, and rows indicate the truth.

We further confirm this result by applying the Bradley-Terry model described in Wu et al. [2023]
to calculate the latent dimension of warmth. In brief, this method assumes that the probability
that an actor ¢ “wins” in a pairwise comparison against actor j is simply the ratio of ¢’s latent
“ability” «a; to that of j. Formally:

Pr(i > j) = =+ (2)
Qj
By setting \; = exp(a;), estimation if these latent abilities is easily done via a logistic regression
via

Pr(j >1) (3)

Pr(i>j)]_/\‘_)\'
LEAUREV] VY

Following Wu et al. [2023], we estimate these “ability” scores (or in our setting “warmth” scores)
using the ‘BradleyTerry2 package for R, and set a score of 50 as the reference point. Asillustrated in
Figure 13, the latent measure of warmth generated by the Bradley-Terry model recovers the feeling
thermometer scores reasonably well, with scores below 50 being associated with lower warmth
scores, and those above 50 being associated with higher warmth scores.
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Accuracy by FT score difference
Proportion of times ChatGPT chooses the warmer result based only on explanation
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Figure 12: Relationship between difference in feeling thermometer scores (x-axis) and accuracy of
ChatGPT 3.5-turbo adjudication between which explanation sounds warmer (y-axis).
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Bradley—Terry scores versus FT scores
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Figure 13: Feeling thermometer scores (binned to 5-unit intervals, x-axis) against “warmth” scores

(y-axis) estimated using the Bradley-Terry method of measuring a latent trait in pairwise compar-
isons.
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6 Initial Prompt

In the process of writing this paper, we have adjusted our prompts, finding differences in the
synthetic data generated by the same prompt between when we initially collected our data in April
2023, and when we re-ran the API in July of 2023. These changes have altered a core conclusion
drawn in our initial analysis: namely that synthetic data exaggerated the evidence of affective
polarization in the United States. These results do replicate in several versions of our subsequent
synthetic data collections (notably not in the first-person prompt, however), but are inconsistent
across persona covariates and target groups. As such, we have removed these results from the focus
of our manuscript, and reproduce them here for the sake for posterity.

6.1 Exaggerated Extremism

The main conclusion from our initial analysis was that the synthetic data exaggerated the evidence
of out-group antipathy along the dimensions of partisanship and ideology by a factor of approx-
imately 6.5. Substantively this means that the gap between feeling thermometer scores toward
Democrats and Republicans was approximately 6.5 times larger in the synthetic data based on the
April 2023 run of the simple prompt, compared to the same measure calculated in the ANES data.
We visualize this exaggerated extremism in Figures 14, 15, and 16 below.

Figure 14 indicates that synthetic Democrats and Republicans feel warmer toward their co-
ideologues, and colder toward their out-ideologues, than real humans do. Similar exaggerations are
documented in attitudes toward the political parties, although these only obtain for the in-group
parties. Out-group evaluations measured in the synthetic data are similar to those measured among
human respondents.

Figure 15 documents similar patterns by calculating the difference between two societal groups
(conservatives and liberals, Republican and Democrat parties, white and black Americans, and
Christians and Muslims) in both the synthetic and human samples. We then plot these differences
by race (rows) and party affiliation (y-axes), where zero indicates that there is no difference in
feeling thermometer scores between the two groups. Bars that lie further from zero indicate greater
polarization estimated in that data. As illustrated, in almost every comparison, the polarization
measured in the synthetic data is larger than that found in the human sample.

A final test confirms that not only are these differences larger in the synthetic data than in
the human data, but that these differences are statistically significant in all but a small minority
of examples. Figure 16 visualizes these results as the difference in the thermometer gap described
above, between the synthetic data and the ANES. Positive values (in black) indicate how much
larger the gap is in the synthetic data, while negative values (in red) indicate how much larger the
gap is in the human data. As illustrated, across all race-by-partisan-by-gap profiles, the ANES data
is more polarized in only 5 examples, and is only significantly different from the synthetic estimate
in two of these. The rest all point toward the synthetic data exaggerating the thermometer gaps,
and significantly so in all but two cases (Hispanic independent measures of the partisan gap, and
Black Republican measures of the racial gap).

6.2 Replicating with different survey

The preceding conclusions rely on ANES data, one of the most well-known nationally representative
public opinion polls of U.S. politics. We also validated our initial results using a bespoke survey
of 2,322 online respondents fielded in 2021 that investigated affective polarization in the context of
the Covid-19 pandemic (Clinton and Kam [2022]). While the number of target groups is reduced in
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LLM and ANES thermometer comparison
Persona partisanship in facets
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Figure 14: Average feeling thermometer results (x-axis) for different target groups (facets) by party
ID of respondent (y-axis). Average ANES estimates from the 2016 and 2020 waves indicated with
red triangles and one standard deviation indicated with thick red bars. LLM-derived averages
indicated with black circles and thin black bars. Sample sizes for each group-wise comparison are
identical. Statistically significant differences indicated with *** = p < .001; ** = p < .01; * =
p < .05.

this survey, we nevertheless are able to implement the same methods described in our manuscript,
validating the generalizability of our results to a different period using a different sample from a
different polling source. Figures 17, 18, and 19 recreate the figures summarized in the preceding
section using this alternative dataset, finding substantively similar evidence of exaggerated feeling
thermometer gaps across the dimensions of the political parties and whites versus black Americans.

6.3 Detailed description of summary statistics

To calculate the degree to which ChatGPT-generated responses are more extreme than found among
human respondents in the ANES, we turn to our matched data where every human respondent in
the ANES is matched with a set of random pulls from the ChatGPT API, prompted to adopt the
persona of the ANES respondent along the dimensions of age, gender, race, education, income,
and partisanship. For each demographic profile defined by these characteristics, we calculate the
average feeling thermometer expressions toward the set of target groups asked in the ANES. We
then calculate the same average among the synthetic humans generated by ChatGPT which were
matched to the real ANES respondents. For each demographic profile, we thus obtain an average
feeling thermometer for a given target group estimated by ChatGPT and among the humans
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Affective Polarization
Gap in target group feeling thermometer in columns
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Figure 15: X-axes measure the difference in feeling thermometer ratings between two target groups
(columns), by the party ID of the respondent (y-axes) and their race (rows). Black dotted lines
indicate results generated by synthetic respondents from the LLM. Red solid lines indicate results
generated by real humans from the ANES. Horizontal lines indicate one standard deviation.

sampled by the ANES. Since a thermometer score of 50 captures an indifferent or “neutral” attitude
toward a given outgroup, we measure extremism as the absolute difference between the recorded
attitude and 50. Our summary statistic of ChatGPT’s extremism is thus the ratio of the LLM
model’s average absolute difference divided by the ANES data’s average absolute difference. Ratios
greater than 1 indicate that ChatGPT’s estimates are more extreme (either more warm or more
cool) than real human attitudes, while those less than 1 indicate the opposite. On average, across
all covariate profiles and all target groups, synthetic responses gathered from ChatGPT are 4.88
times more extreme than those recorded among real human respondents to the ANES. Broken out
by target group, we see consistent evidence that ChatGPT’s estimates are always further from 50
on average than the averages found among real humans responding to the ANES.

Turning to the question of antipathy toward outgroups (measured as either affective polariza-
tion, partisan sectarianism, or racial or religious antipathy), we pursue a similar exercise. Specif-
ically, we calculate the measure of “polarization” along each dimension, subtracting sentiments
towards liberals, Democrats, Blacks, or Muslims from the sentiments towards conservatives, Re-
publicans, Whites, and Christians, respectively. The resulting measures are positive when the
respondent is more warm toward stereotypically conservative / Republican groups, and negative
when the respondent is more warm toward stereotypically liberal / Democratic groups. Given the
matched nature of the data, we are able to calculate these measures using both the real human’s
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Measures of societal division
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Figure 16: Difference in estimated societal polarization along the dimensions of ideology, parti-
sanship, race, and religion between thermometer gaps estimated from ChatGPT (LLM in black)
and from human survey respondents (ANES in red), by race and partisanship of the respondents
(y-axis). Solid bars indicate differences between the two data sources that are significant at the 95%
level of confidence, while hollow bars indicated statistically insignificant results at this threshold.
Number of respondents in each category with ANES responses given by numbers.

answers to ANES survey questions as well as what ChatGPT thinks someone fitting their profile
would say. We then calculate the ratio of the absolute value of the LLM’s measure of polarization
relative to that found in the ANES for each respondent (again relying on the absolute value). The
resulting overall average ratio across all respondents and all groups is just under 7, suggesting that
ChatGPT estimates are biased toward out-group antipathy.

However, ratios are sensitive to outliers, particularly in the denominator. If the ANES dif-
ference happens to be zero (a likely event given the pressures of social desireability bias in which
respondents want to be seen as egalitarian), whatever small difference found in the LLM results will
be exaggerated. We therefore plot the raw distributions of polarization across the four measures
of partisanship, ideology, race, and religion (y-axis) in Figure 21. As illustrated, ChatGPT’s esti-
mates are consistently more polarized than those found among human respondents to the ANES,
although we note that there are many examples where an ANES respondent’s attitudes are more
polarized than its synthetic counterparts.
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LLM and Human thermometer comparison
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Figure 17: Average feeling thermometer results (x-axis) for different target groups (facets) by
party ID of respondent (y-axis). Average human estimates from bespoke 2021 survey on affective
polarization during Covid-19 indicated with red triangles and one standard deviation indicated with
thick red bars. LLM-derived averages indicated with black circles and thin black bars. Sample sizes
for each group-wise comparison are identical. Statistically significant differences indicated with ***
=p<.001; ** =p<.01; * =p < .05.

To evaluate the degree to which ChatGPT estimates are less variable (i.e., more confident)
than estimates generated by real humans, we start by calculating the standard deviation for each
race-by-party-by-target group profile in the LLM and ANES data, then divide the latter by the
former. We plot the results of this exercise in Figure 22, averaging over race and party 1D to
calculate a summary measure of how much more confident ChatGPT is in its estimates than the
ANES. As above, the vertical dashed line at 1 indicates parity. As illustrated, ChatGPT’s standard
deviations are consistently between one-quarter and one-third the size of those found among human
respondents to the ANES, with an overall average of roughly 0.314.

An alternative way of characterizing ChatGPT’s exaggerated precision is by looking across all
demographic profiles with two or more respondents in the ANES data, and dividing the ChatGPT
standard deviation by that in the ANES. We plot each profile’s ratio in Figure 23, sizing the
points by the number of observations in each profile, and labeling each outcome by the proportion
of profiles whose ChatGPT-derived estimate is more precise than the ANES-derived estimate.
Overall, 95% of profiles with two or more ANES respondents that expressed a feeling thermometer
toward an outgroup had smaller standard deviations when estimated using ChatGPT relative to
human respondents to the ANES. And as Figure 23 makes clear, this conclusion is far stronger if
we focus on demographic profiles with more ANES respondents.
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LLMs exaggerate group—level antipathy
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Figure 18: X-axes measure the difference in feeling thermometer ratings between two target groups
(columns), by the party ID of the respondent (y-axes) and their race (rows). Black dotted lines
indicate results generated by synthetic respondents from the LLM. Red solid lines indicate results
generated by real humans from bespoke survey on affective polarization during Covid-19. Horizontal
lines indicate one standard deviation.

6.4 Concluding the evidence of exaggerated extremism

The preceding findings were all based on the April 2023 version of the simple prompt, described
above in Table 1. Subsequent runs of the same prompt, as well as the first-person modification,
and the more detailed version of the prompt, yield less convincing evidence of this particular
dimension along which the synthetic data fails to recover real human patterns. Empirically, this
attenuation in our findings is likely due to the evidence of mean reversion over time, as documented
in our manuscript. However, as we document in Figure 24, the core conclusion that synthetic data
exaggerates our differences persists across all new samples with the exception of that generated
by the first-person pronouns prompt. Consistent with the work by Levendusky and Malhotra
[2016], this result suggests that asking an LLM to pretend to be someone else produces exaggerated
measures of out-group antipathy, just like with humans. Nevertheless, we demonstrate in SI Section
3 that this is not a silver bullet against the myriad other issues we document with the synthetic
data.
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Measures of societal division
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Figure 19: Difference in estimated societal polarization along the dimensions of ideology, partisan-
ship, race, and religion between thermometer gaps estimated from ChatGPT (LLM in black) and
from human survey respondents (bespoke survey in red), by race and partisanship of the respon-
dents (y-axis). Solid bars indicate differences between the two data sources that are significant
at the 95% level of confidence, while hollow bars indicated statistically insignificant results at this
threshold. Number of respondents in each category with human responses given by numbers.
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Figure 20: Ratio of ChatGPT extremism (absolute difference between estimate and 50) to ANES
extremism. Dashed vertical line indicates parity.
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Figure 21: Difference between ChatGPT polarization and ANES polarization.
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Figure 22: Ratio of ChatGPT confidence (standard deviation across race and party) to ANES
confidence. Dashed vertical line indicates parity.
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Figure 24: Difference in estimated societal polarization along the dimensions of ideology, parti-
sanship, race, and religion between thermometer gaps estimated from ChatGPT (LLM in black)
and from human survey respondents (bespoke survey in red), by race and partisanship of the
respondents (y-axis). Solid bars indicate differences between the two data sources that are signifi-
cant at the 95% level of confidence, while hollow bars indicated statistically insignificant results at
this threshold. Number of respondents in each category with human responses given by numbers.
Columns indicate different versions / vintages of the prompt.
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7 “Generic” Americans

Our main results are based on prompts to ChatGPT to adopt a specific persona, defined along the
characteristics of race, age, gender, education, income, marital status, ideology, interest in news
and politics, voter registration status, and party ID. Our subsequent analyses then aggregated over
different depths of a subset of these dimensions to characterize the bias among racial and partisan
groups. Here, we instead ask ChatGPT to adopt the persona of the average American and provide
the same estimates. Specifically, we instruct ChatGPT to adopt the following generalized identities:

e Basic: person, registered voter

e Party: Democrat, Republican, Independent voter

Age: 20, 35, 50, 65 year old

e Race: non-Hispanic white, non-Hispanic black, Hispanic

Gender: male, female

Income: person making $30,000, $50,000, $80,000, $100,000, $150,000 per year

Ideology: liberal, moderate, conservative

Each of these identities is not overlaid with other dimensions, meaning we only ask ChatGPT
to pretend to be a person living in the USA, a 20 year old living in the USA, a Republican living
in the USA, etc. We then characterize how similar these generic identities are to 1) ANES profiles
and 2) the richer ChatGPT profiles used in the main analysis. In conducting this analysis, we no
longer apply an exact match, and instead simply compare averages between these different sources.

Our first set of results, visualized in Figure 25, compare how similar the ChatGPT generic iden-
tities are to each other. Specifically, we calculate the average attitudes toward different outgroups
with the “person living in the USA” prompt to the same generated by the “Democrat / Republi-
can living in the USA” prompt, and then subtract the absolute value of the Democrat difference
from the absolute value of the Republican difference. As illustrated, the generic American is more
similar to the generic Democrat than to the generic Republican across almost all outcomes, and
significantly more for groups more associated with Democrats.

To calculate the difference between generic synthetic respondents and real ANES humans, we
compare the average feeling thermometer for each synthetic persona to the average feeling ther-
mometer among actual Democrats and Republicans in the ANES. We then plot the difference in
these differences in Figure 26, where negative values (meaning that the difference between the
LLM and the ANES Democrats is smaller than the difference between the LLM and the ANES
Republicans) are indicated in blue, and positive values are indicated in red. Substantively, the
plot highlights that, across most personae and across most target groups, ChatGPT’s attitudes are
more similar to Democrats than to Republicans. Importantly, the only personae where this pattern
doesn’t hold on average are when we prompt it to adopt the identity of a conservative Ameri-
can, a Republican American, or a non-Hispanic white American. Perhaps even more importantly,
ChatGPT’s attitudes toward all target groups are more similar to actual Democrats’ attitudes than
Republicans, with the exception of attitudes toward Jews, the Republican Party, and Muslims. The
latter, in particular, has more Republican-leaning attitudes among synthetic ChatGPT persona for
every identity excepting women, Hispanics, non-Hispanic Blacks, liberals, and Democrats.
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Figure 25: Comparing a generic American (“person living in the USA”) with a generic Democrat
/ Republican, all estimated using ChatGPT. X-axis indicates the difference in the absolute gap
between the generic American and the generic Democrat, and the absolute gap between the generic
American and the generic Republican. Negative values indicate that the gap between the generic
Democrat and the generic American is smaller than the gap between the generic Republican and
the generic American, while positive values indicate the opposite.
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Figure 26: Similarity between generic synthetic ChatGPT respondents (y-axis) and human ANES
Democrats (negative values in blue) and Republicans (positive values in red) across a range of target
groups (y-axis). Majority of personae are more similar to human Democrats across a majority of
target groups.
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8 Time and Change

Our original results are based on a prompt that instructed the Al to role play as one of several
different types of respondents in the year 2019. We chose this year for two reasons. First, it is
temporally proximate to when the training data ends for ChatGPT 3.5 (September 2021). Second,
it is prior to the Covid-19 pandemic, which we suspect would influence politically relevant beliefs
— potentially including feeling thermometers. Combined, our goal was to find the easiest possible
test case for the LLM.

However, our ANES data is not from 2019, but instead is two waves fielded in 2016 and 2020.
Below, we test the sensitivity of our conclusions to the detailed prompt that explicitly links the
human and synthetic respondents by year. We first examine whether the LLM performs worse
when asked to provide responses from subjects in 2016 versus 2020. If ChatGPT’s performance is
temporally bound, it raises serious concerns about the use of synthetic samples generated by the
LLM. Figure 27 visualizes the results of a simple analysis wherein we calculate the per-respondent
mean absolute error and then average across groups and years. Black borders indicate a statistically
significant difference, and dark bars represent the 2020 vintage. As illustrated, there is little
evidence of significant performance loss in 2016 versus 2020. If anything, the LLM is worse at
predicting attitudes towards Christians in 2020, and better at predicting attitudes towards Gays
and Lesbians in 2020. Across all other groups, the differences are both statistically and substantively
negligible.

We then test whether the empirical over-time change in group feeling thermometers found
among the human subjects is replicated in the synthetic data. To test, we run a regression on the
stacked dataset where we predict the feeling thermometer for each respondent as a function of the
year interacted with data source and the party ID, implementing fixed effects for the target group.
The predicted values of this regression are presented in Figure 28, illustrating little evidence of
differences in the overtime change. However, when we run the same specification but include the
interaction with the target group, we find divergent over time changes in attitudes towards white
Americans in particular (see Figure 29. In general, the LLM data appears to consistently report
the same or warmer attitudes among all partisans for all target groups in 2020 relative to 2016,
while these patterns vary among the humans surveyed in the ANES.
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LLM performance by year
Mean absolute error (MAE) by group and year
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Figure 27: Mean absolute error (MAE, x-axis) measuring the absolute difference between the ANES
feeling thermometer score for a given group (y-axis) averaged across all human respondents in 2016
(light gray bars) and 2020 (dark gray bars). Solid borders indicate differences between the 2016
and 2020 ANES waves where the MAE is significantly different.
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solid lines) and synthetic data (black triangles with dashed lines) in the 2016 and 2020 waves (x-
axes) by party ID (columns) and target group (rows).
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9 Confidence, uncertainty and the empirical distribution of AI

ChatGPT is a generative LLM, meaning that it is optimizing to predict the most likely next word.
The temperature hyperparameter in the Al governs how deterministic this process is. Higher
temperatures mean that ChatGPT doesn’t always choose the highest probability next word, but
can instead choose the second highest, or third highest, and so on. In principle, this means that
the results produced by our prompts are characterized by their own probability distribution. While
our main findings concluded that the LLM’s estimates were overly precise relative to real humans,
it remains unclear what the actual nature of this posterior probability distribution is.

9.1 GPT’s Self-Reported “Confidence”

Unfortunately, ChatGPT does not allow users to directly observe the posterior probabilities for each
output.” However, we tried asking the Al to provide its confidence in the feeling thermometer score
it provided. Our prompt yielded almost 900,000 responses that were non-numeric in nature, the
vast majority of which adhered to a 5-item scale ranging from not at all confident to very confident,
although the precise wording varied. In addition, we note that there were very few examples of
responses that indicated lower levels of confidence (i.e., “somewhat”, “moderately”, “medium”).
We plot the distribution of these truncated responses for reference in Figure 30, but drop them
from our main analyses that follow which focus only on responses that included a number between
0 and 100 percent.

Turning to the numeric responses provided by the Al, we again see that they are mainly confi-
dent, with the majority of values above 80 (see Figure 31).

We can plot these measures of the Al’s subjective confidence against two dimensions of variation
where we might expect to find less confidence. The first is in the richness of the prompt description.
As illustrated in Figure 32, we show that the average self-reported confidence for responses provided
in the demographics-only prompt are lower than those provided in the politics-only or combined
prompts, with the latter recording the highest overall average. Substantively, this seems sensible:
when the Al is given a vaguer sketch of the persona they are meant to adopt, its confidence
in the responses declines. Interestingly, this is most pronounced for the feeling thermometers
about politically salient groups (Democratic Party, Republican Party, liberals, and conservatives).
Without knowledge of the persona’s political identity, the LLM is less confident in its guess at the
persona’s feeling thermometer toward political groups.

The second dimension is the feeling thermometer itself. All else equal, we might expect that a
neutral feeling thermometer is associated with weaker confidence, whereas either very cold or very
warm feelings are associated with greater confidence. This expectation is again supported in the
data, as visualized in Figure 33. Where we have sufficient coverage across the support of feeling
thermometer scores (x-axes) we see a U-shaped pattern in the LLM’s confidence.

The preceding analyses rely on the LLM’s self-reported confidence to understand the variability
of the synthetic data it generates. However, as we show in Figure 34, the relationship between self-
reported confidence (x-axes) and empirical uncertainty (standard deviation of feeling thermometer
scores associated with a certain group and confidence, y-axes) is — if anything — positive. This
means that the more confident is ChatGPT in its feeling thermometer score for a given group, the
more variation we observe in the scores. Note that this plot is generated by calculating the average
confidence for all thirty synthetic draws for each human respondent for each target group, along with
the standard deviation of the generated feeling thermometer scores, meaning that these patterns

5Other tools such as Da Vinci, OpenAl’s LLM-based classifier, do provide such information.
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Distribution of text expressions of confidence
Top 20 most commonly occurring responses

confident -

very confident -

fairly confident -
somewhat confident -
highly confident -
moderately confident -
quite confident -
pretty confident -
extremely confident -
high confidence -

feel confident -
moderate confidence -
relatively confident -
not confident -
reasonably confident -
medium confidence -
is confident -

have confidence -

low confidence -

strong confidence -

0e+00 1e+05 2e+05 3e+05
Number of responses

Figure 30: Descriptive prevalence of non-numeric confidence responses, truncated to only include
the word stem “confid” and the word prior.

are not driven by heterogeneity across partisanship or some other attribute. While some of the
target groups exhibit less of a strong positive association than others, we nevertheless underscore
that none of the evidence suggests that self-reported confidence is a reasonable proxy for empirical
uncertainty.
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Figure 31: Empirical distribution of numeric confidence responses.
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Relationship between confidence and prompt
Average confidence +/- 1SD
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Figure 32: Average confidence (points) plus / minus one standard deviation (bars) indicated on
the x-axes, as a function of the prompt (y-axes) and target group (facets).
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Confidence versus FT score
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Figure 33: Feeling thermometer score produced by ChatGPT (x-axes) against numeric confidence
associated with the score (y-axes) by target group (facets). Points where the feeling thermometer
score exactly equals the confidence highlighted with hollow white points, potentially reflecting errors

in the LLM’s response.
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Confidence and uncertainty
Relationship between self-reported confidence and standard deviation
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Figure 34: Y-axes indicate the standard deviation of 30 synthetic samples for each human
respondent-by-target group (columns)-by-prompt type. X-axes indicate the average numeric confi-
dence associated with these 30 samples.
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9.2 Empirical Uncertainty

How then can we understand the uncertainty of the AI? As discussed in the main text, ChatGPT
produces far less variation in its synthetic data, relative to real humans. Would this change if
we provided a more detailed description of each human respondent? In theory, if the algorithm
was given a rich characterization for each person, it might do a better job predicting their actual
attitudes towards different groups, and thus better reproduce the empirical variability of these
responses when aggregated for statistical analysis. Yet as illustrated in Figure 35, the per-human
variation doesn’t actually decline with richer descriptions. As above, we generate this plot by calcu-
lating ChatGPT’s standard deviation for the synthetic approximations of each human respondent’s
feelings by group and by prompt. While the LLM’s variability is largest in the demographics-only
condition, it is smallest not in the combined prompt, but rather in the politics-only prompt.

FT scores by prompt

Demographics only 4

Politics only -

Prompt

Combined 4

10 20 30
FT score standard deviation

o4

Figure 35: Distribution of standard deviations (x-axis) calculated across 30 synthetic samples for
each human respondent-by-target group-by-prompt type (y-axis).

One possible explanation might be that less frequently occurring groups are more difficult for
the algorithm to predict since they constitute a smaller part of the training data. With 30 samples
per human-by-prompt-by-target group, we start with a measure of the standard deviation at this
unit of analysis and plot the average standard deviation by the number of humans who make up
each profile. As illustrated in Figure 36, there is little evidence that ChatGPT is more confident
for groups that are more commonly occurring in the data, contrary to expectations.

It may be that ChatGPT struggles more with contradictory descriptions, such as a liberal
Republican or a conservative Democrat. We do find some evidence for this expectation in Figure 37,
which shows marginally larger standard deviations for more extreme ideological groups, especially
where the ideology is misaligned with the party. The average synthetic standard deviation for the
most commonly-appearing groups is slightly less than 7 feeling thermometer degrees, while the
same measure for the least commonly-appearing groups is more than 10.

Yet even in these instances where we record larger measures of uncertainty for the Al, we
nevertheless underscore that these are far more precise than what we observe among real humans.
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Frequency of human profiles versus ChatGPT uncertainty
Combined demographic and political profiles
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Figure 36: Distributions of standard deviations (y-axis) calculated across 30 synthetic samples for
each human respondent-by-target group in the most detailed prompt by the number of human
respondents associated with the persona’s profile described in the prompt (x-axis).

First, we reproduce the Figure 37 below but include the standard deviation of the ANES measures
for contrast (Figure 38). The figure illustrates that the curvelinear pattern documented in the
synthetic data is actually an accurate reflection of the uncertainty among human respondents,
despite being far less noisy. Extreme ideologues appear to be more volatile in both instances.

Second, we evaluate whether these differences in uncertainty also are reflected in the overall
performance gap between the ANES target and the synthetic data. Figure 39 compares the mean
absolute error (MAE, top row) and the ratio of standard deviations (bottom row) across the same
bins, confirming the conclusion that the synthetic data is further from the ANES among profiles
that are less commonly occurring, although interestingly the gap in the variation narrows here,
likely due to the inflated standard deviations found in the synthetic data (see Figure 37).

One final question might be whether these patterns reflect solely the sample sizes or if they
are also picking up the paradox of an extremely liberal Republican or an extremely conservative
Democrat. Presumably among the few humans who fit these descriptions, variation in the ANES FT
scores is driven by genuine variation in their feelings towards these groups. Does the variation in the
synthetic data also reflect this natural variation? Or is it instead a product of the LLM sometimes
prioritizing the ideological description and in other cases prioritizing the partisan description? (And
if it is the latter, is this substantively different from what we might imagine is going on in the minds
of those humans who self-identify in these non-aligned cells?)

Importantly, we find less evidence of these relationships when we disaggregate further, suggest-
ing that the challenge is less to do with sparsely populated profiles per se, and more to do with
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Political misalignment and synthetic uncertainty
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Figure 37: Average of standard deviations (x-axes) calculated across 30 synthetic samples for each
human respondent-by-target group in the most detailed prompt by ideology (y-axis) and party ID
(columns) of the persona described in the prompt. Points are sized and labeled with the total
number of human respondents associated with each ideology-by-partisanship bin.

Political misalignment and synthetic uncertainty
Comparing synthetic data to ANES
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Figure 38: Average of standard deviations (x-axes) calculated across 30 synthetic samples for each
human respondent-by-target group in the most detailed prompt by ideology (y-axis) and party
ID (columns) of the persona described in the prompt indicated with black points. ANES standard
deviations across all humans in an indicated ideological-by-party ID bin indicated with red triangles.

misaligned political attributes. Figures 41 and 40 plot ChatGPT’s standard deviation (x-axes) for
all covariate profiles for which we have at least 10 human respondents, and includes the standard
deviation associated with the ANES data for comparison. For almost every profile across every
target group, we see that the LLM’s estimates are far more precise than those associated with real

humans, especially as we look among profiles with larger samples.

o7



Political misalignment and synthetic performance
Comparing synthetic data to ANES by MAE
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Figure 39: Evaluations of how similar the synthetic data is to its human counterparts in the ANES.
Top three plots summarize difference in terms of mean absolute error (MAE) by ideology (y-axis)
and partisanship (columns). Bottom three plots summarize differences in terms of the ratio of
the synthetic standard deviation over the standard deviation of all humans falling into one of the
ideology-by-partisanship bins.

9.3 Posterior Distributions

A final point of interest is what the empirical posterior distributions actually look like. With 30
synthetic respondents per human, we aggregate over all covariates included in the full prompt and
plot the empirical distributions by profile and target group. Figure 42 plots the distribution for
synthetic feelings toward the Democratic Party by all personas (of which there are 7,530 associated
with human respondents). Horizontal bars represent the interdecile range and vertical marks cap-
ture the median, while colors reflect the partisan affiliation of the persona. Empirical distributions
are ordered first by the median, then by the upper bound of the interdecile range.

As illustrated, there is clear evidence of anchoring of the synthetic data to 5 unit increments,
with the interdecile range exhibiting consistent terminations at units of 5. In addition, the plot
reveals the highly consistent estimates of variance across all prompted personas, with the interdecile
ranges spanning between 10 and 20 thermometer “degrees”, and rarely spanning more than 20.
Furthermore, most of the distributions appear reasonably symmetric, with the medians appearing
roughly in the center of the interdecile range. However, in some cases, the empirical distribution
exhibits substantial skew, which we highlight in Figure 43. While we find expected patterns between
the direction of skew and political identities (reflecting the bottom and top censoring of the feeling
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Figure 40: Standard deviation comparison between humans associated with a particular demo-

graphic profile (age by marital status by race by gender by education by income, y-axis) indicated

in red diamonds, compared to the standard deviation calculated among their synthetic counterparts

indicated in black circles for the demographic profiles with more than 10 humans in them (total

).

counts indicated by bars on right
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Figure 41: Standard deviation comparison between humans associated with a particular political
profile (ideology by registration status by party ID by interest in news and politics, y-axis) indicated
in red diamonds, compared to the standard deviation calculated among their synthetic counterparts
indicated in black circles for the political profiles with more than 10 humans in them (total counts
indicated by bars on right).

thermometer distribution), we nevertheless also note that some of these instances do not reflect
truncated distributions.

We illustrate similar patterns across other target group thermometers in Figure 44. Although
the overall support for feelings towards racial groups are generally much narrower, never falling
below 50, the per-persona interdecile range remains similar to those documented above — between
10 and 20 “degrees”.
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Empirical distribution of synthetic data
Target Group: Democratic Party

Persona Party ID
Democrat

Independent
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Figure 42: Median synthetic feeling thermometer score (vertical bars, x-axis) by all personas (or-
dered by thermometer score toward the Democrat Party, y-axis), along with interdecile range (bars)
by the partisanship of the prompt (colors).

We end with some descriptive plots of the average per-persona standard deviation, broken out
by target group (Figure 45) and by covariates (Figure 46). Despite there being some variation
across target groups in terms of the synthetic data’s variability (notably for the political parties),
there is never a target group for which the synthetic data is as noisy as the ANES data.

And while there is also consistent evidence that the synthetic data estimates the attitudes
of liberals and Democrats with less uncertainty than it does for conservatives and Republicans,
these differences are no greater than 1.5 thermometer degrees. Notably, these differences pale in
comparison to the differences in precision between the LLM and ANES data (see Figure 47).

Finally, Figure 48 plots the empirical distributions for every profile and target group, broken
out by ideology and party affiliation.
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Empirical distribution of synthetic data
Target Group: Democratic Party
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Figure 43: Median synthetic feeling thermometer score (vertical bars, x-axis) by all personas (or-
dered by thermometer score toward the Democrat Party, y-axis), along with interdecile range (bars)
by the partisanship of the prompt (colors). Plots subset to profiles that are strongly skewed (rows)

and coarsened ideology of prompt (columns).
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Empirical distribution of synthetic data
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Figure 44: Median synthetic feeling thermometer score (vertical bars, x-axis) by all personas (y-

axis), along with interdecile range (bars) by the partisanship of the prompt (colors), by race of
target group (rows).
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Empirical standard deviations by data source
Dropping personas with fewer than 5 humans
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Figure 45: LLM standard deviation (x-axis, teal distributions outlined with dotted lines) compared
to ANES standard deviation calculated across all respondents in a given persona (red distributions
outlined with solid lines) by target group (y-axis), dropping personas with fewer than 5 human

respondents.
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Average standard deviation of synthetic thermometer scores by persona
Average across all target groups
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Figure 46:

Average standard deviation in synthetic data, calculated across 30 synthetic samples

for each human respondent-by-target group in the most detailed prompt, broken out by political
covariates (y-axis) and demographic covariates (x-axis).
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Figure 47: Average standard deviation in synthetic data (solid teal circles), calculated across 30
synthetic samples for each human respondent-by-target group in the most detailed prompt, broken
out by political covariates (y-axis) and demographic covariates (x-axis). Hollow red circles indicate
standard deviation for same political-demographic profile calculated in the ANES, restricting at-
tention to personas with more than 5 human respondents.
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Figure 48: Empirical distribution of synthetic feeling thermometer scores in the most detailed
prompt, broken out by ideology of persona (columns), partisanship of persona (colors) and target

group (rows), for all synthetic samples of human respondents.
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10 Regression Analysis Extensions

In the pages below, we extend our analysis that compares the conclusions one would draw from a
linear regression estimated on human versus synthetic data.

10.1 Conditional Relationships

Our manuscript documented strong correspondence between regression coefficients estimated on
the human and synthetic data for the ideology and partisanship predictors, but less so for other
demographic covariates. One potential explanation for these results is that the synthetic data is
overdetermined by the political covariates. We demonstrate this point with an analysis of age,
comparing and contrasting the results of a bivariate and multiple regression specification run on
the ANES and synthetic datasets. The bivariate specification predicts feeling thermometer scores
toward the two major political parties as a function of age:

FTi,d =a+vl;+ Bagei + )\(Id X agei) + €i.d- (4)

We compare the estimated marginal effect of age using the ANES data () and using the ChatGPT
responses ( + A) from this bivariate specification to the corresponding values from the controlled
specification estimated in Equation (1) in our main analysis. As we did there, we run separate
regressions for the Democratic and Republican Party feeling thermometers in both 2016 and 2020.
We plot the marginal effects in Figure 49, revealing that not only does the synthetic data produce
significantly different relationships than the ANES data in the bivariate specification, it also flips
the sign for attitudes towards the Democratic Party in the specification that includes controls.

The comparison of the bivariate and multivariate specifications is illuminating. While sampling
from ChatGPT can recover basic relationships between age and feelings towards the major Amer-
ican parties, it does not accurately encode the conditional associations that result in a positive
relationship between FT scores and age, all else equal. This shortcoming can be articulated in the
language of omitted variable bias. Age is correlated with several other characteristics that predict
GOP support in the United States, such as income [Angel and Settersten Jr, 2013], marital status
[Angel and Settersten Jr, 2013, Glenn, 1974], and ideological conservativism [Gerber et al., 2010,
Cornelis et al., 2009]. These omitted variables generate the spurious conclusion that age “causes”
warmer feelings towards the Republican Party and cooler feelings toward the Democratic Party. In
survey data generated by real humans, conditioning on these other characteristics holds them con-
stant, revealing that—all else equal—older respondents are warmer toward the Democratic Party
compared to younger Americans. Yet the synthetic data is unable to achieve this degree of nuance,
instead reiterating the spurious conclusion of the bivariate regression: the older you are, the less
warm you feel toward the Democratic Party.

We acknowledge that the regression methods we use here are simplistic and ill-suited to ac-
curately recovering the relationship between feelings toward the political parties and age in any
generalizable sense. Nevertheless, the preceding demonstrative is instructive of not just the lim-
itations of synthetic data, but of the dangers it poses. Even though the aggregate patterns may
seem reasonably close approximations of real survey data, the LLM is not sophisticated enough to
encode the partial correlations that are of principal interest to scholars.

10.2 Additional Regression Results

We summarize additional results from the regression comparison below, starting with the coefficients
and standard errors in Figures 50 and 51 capturing the political and demographic relationships
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Regression estimates by data
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Figure 49: Coeflicients (points) and 95% confidence intervals (bars) describing the relationship
between age and feelings toward the major American political parties, broken out by year (rows)
and specification (columns). Results estimated in the ANES data are indicated with red triangles
and large transparent red bars, while the same results estimated in the synthetic data are indicate
with black circles and narrow black bars. The bivariate specification (left column) predicts FT scores
only as a function of age, concluding that older respondents are more positively oriented toward the
Republican party and more negatively oriented toward the Democratic party, a conclusion that is
recovered (albeit exaggerated) in the synthetic data. The multivariate specification (right column)
estimates the same relationship, controlling for all other covariates used to describe the persona to
the LLM. While the ANES data indicates no relationship between age and attitudes in 2016 and,
if anything, a positive association for the Democratic party in 2020, the synthetic data continues
to produce the same association documented in the bivariate specification.

respectively. For the sake of space, we only show the coefficient estimate on the extreme ends of
the categorical variables, omitting evidence from — for example — Independents versus Democrats
or frequent news watchers versus never news watchers.

One point of comparison that jumps out from these plots is the degree to which the coefficients
estimated on the synthetic data are so much more precise than those found in the ANES data.
Even though less than half of these comparisons are statistically significantly different from each
other, these plots highlight how the substantive conclusions drawn in the synthetic data are anti-
conservative, relative to what we would conclude using the human data. For example, the difference
between registered and unregistered respondents is only marginally significant for one of the 11
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Figure 50: Regression coefficients estimated in either the ANES data (red triangles) or synthetic
data generated by the detailed version of ChatGPT (black circles), along with two standard errors
(thick red or thin black bars, respectively), by target group (y-axes), year (columns), and political
covariate comparison (facets). Thus, for example, the top-left facet presents the regression coeffi-
cients capturing the difference between Republicans and Democrats in their feeling thermometer
views towards different target groups in 2016 and 2020, highlighting that the synthetic data finds
significantly larger differences between Republicans and Democrats toward the Republican party
than found in the ANES data in 2016, but that this gap narrows by 2020.

target group FT scores in the ANES data in 2020, while the synthetic data suggests that this
predictor is significantly associated with 9 out of 11 groups. We summarize these differences in
Figure 52, highlighting that the synthetic data’s tighter standard errors would lead to researchers
concluding in favor of rejecting the null much more frequently in the synthetic data.

We highlight the variation in the specific conditional associations from the multivariate speci-
fication in Figure 53, where each square indicates whether the difference between the ANES and
LLM-based estimated coefficients would alter the interpretation. Specifically, white squares indi-
cate estimates that are not statistically different between datasets, while shaded squares are those
for which the data significantly affects the estimated coefficients. Among the insignificant results,
there are some which would nevertheless yield contradicting substantive interpretations, such as
where a relationship is statistically significant in the LLM data but a null result in the ANES data
(indicated with white squares with gray borders). Similarly, the lightest gray squares indicate re-
sults that — while statistically significantly different based on the data source — would nevertheless
produce consistent conclusions, such as the association between ideology and attitudes towards
conservatives as illustrated in Figure 50 above. Conversely, darker gray squares indicate estimates
where the substantive conclusions would change, and black squares reflect significant differences
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Figure 51: Regression coefficients estimated in either the ANES data (red triangles) or synthetic
data generated by the detailed version of ChatGPT (black circles), along with two standard errors
(thick red or thin black bars, respectively), by target group (y-axes), year (columns), and demo-
graphic covariate comparison (facets). Thus, for example, the top-left facet presents the regression
coefficients capturing the difference between men and women in their feeling thermometer views
towards different target groups in 2016 and 2020, highlighting that the synthetic data concludes
that men are warmer toward conservatives in both years, while the ANES finds the opposite.

that cross the null. As illustrated, even though roughly half (43%) of these results do not differ
significantly by data source, the substantive conclusions one might draw are heavily influenced by
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the choice between real humans and synthetic data.
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Figure 52: Proportion of regression coefficient estimates calculated in the fully specified model that
are statistically significant at the 95% threshold (x-axes) by data sources (ANES indicated with red
triangles, ChatGPT indicated with black circles), covariate (y-axis) and year (columns). Predictors
with more statistically significant estimates in the ANES data are separated with solid red bars,
while those with more statistically significant estimates in the synthetic data are indicated with
dashed black bars.
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Figure 53: Difference between regression analytic conclusions based on the ANES or synthetic data from the
multivariate regression specification. Each tile indicates whether the same regression coefficient (y-axis) predicting
feeling thermometer outcomes toward the same target group (x-axis) yields different substantive conclusions. White
tiles with no border indicate that the conclusion is unchanged regardless of which data is used. White tiles with
gray borders indicate that the data source does not significantly influence the coefficient estimate, but that the
substantive conclusion would change (i.e., one would conclude that the difference between blacks and whites in their
feelings toward Asian Americans is statistically significant were they to rely on synthetic data, but is not significantly
different were they to estimate the same model using the ANES data, but these coefficients are not themselves
statistically significantly different depending on which dataset is used). Light gray tiles with black borders indicate
that the coefficients are statistically significantly different, but that the substantive conclusion would not change
depending on which dataset was used (i.e., one would conclude that the difference between blacks and whites in their
feelings toward black Americans is statistically significantly different in either the ANES data or the synthetic data,
but the magnitude of these estimates is statistically significantly different depending on which data is used). Gray
tiles with black borders indicate that the coefficients are statistically significantly different, and that the substantive
conclusions would change (i.e., one would conclude that the difference between blacks and whites in their feelings
toward conservatives is statistically significant were they to rely on synthetic data, but is not significantly different
were they to estimate the same model using the ANES data, and that the difference in conclusions is statistically
significant). Finally, black tiles indicate that not only does the data matter, but one would draw opposite substantive
conclusions depending on which data was used to estimate the regression (i.e., blacks are significantly warmer toward
gays and lesbians than whites in one dataset, but significantly colder toward the same group than whites in the other
dataset).
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11 New and Improved Models?

Despite the evidence presented in our paper, one might hope that there is a future for cheap
synthetic data as these models improve. Perhaps the shortcomings we document above are just the
growing pains of a sophisticated language model that will one day allow researchers to evaluate social
science research questions at a fraction of the present cost. While we cannot anticipate exactly
how future generations of these models may evolve, as a preliminary examination we compare the
synthetic data generated by ChatGPT 3.5 to the same prompt run using ChatGPT 4.0.

Figure 54 summarizes the updated Al’s performance in terms of basic correlations with the
ANES data, relative to version 3.5, revealing no improvement. In fact, if anything, ChatGPT 4.0
is even worse overall in terms of possessing a higher intercept—and therefore a bias away from the
most negative feeling thermometer assessments—and a flatter slope of 0.58, even further away from
a one-to-one match between human and synthetic data.

Replicating all of the prior analyses using ChatGPT 4.0 in SI Section 11 reveals that the overall
performance relative to 3.5 is mixed and difficult to easily summarize as revealing improvement.
We find that ChatGPT 4.0 (1) is a toss-up relative to 3.5 in terms of mean absolute error; (2)
continues to generate synthetic samples with smaller deviations than the human sample when
predicting feeling thermometers toward ideological groups, but larger deviations when predicting
feelings toward parties; and (3) still appears to be overdetermined by partisanship, neglecting more
complex conditional relationships such as age. Despite its demonstrated superior performance
across a range of tasks, improvements in ChatGPT’s underlying language model have not obviously
increased its ability to generate synthetic data—at least in terms of the application we examine.

11.1 Detailed Analysis of GPT 4

We reproduce our main results using the GPT 4 data here, highlighting little difference between
the 3.5 and 4.0 versions of the results. Due to budget constraints, we only generated synthetic
responses for the four purely political target groups, and only generated one synthetic response
per human in the data, in contrast with the 30 synthetic samples per human respondent using
ChatGPT 3.5-turbo in our main results. Nevertheless, as illustrated in Figures 55 through 58
below, our core conclusions apply just as strongly to the synthetic data generated by ChatGPT 4.0
as they did to the data generated by ChatGPT 3.5-turbo.

We plot the descriptive joint distributions of the ANES and synthetic feeling thermometer
scores in Figure 59, including the linear regression equation for reference. The best-performing
LLM appears to be the detailed prompt that included both demographic and political covariates
that was run in June on ChatGPT 3.5-turbo (intercept = 19.7, slope = 0.634). Meanwhile, the
worst overall results are generated by the same prompt, shorn of its political covariates (intercept =
46.2, slope = 0.09). In general, we document similar performance across all prompts that included
political covariates which were collected in June, prior to the updated ChatGPT 3.5-turbo endpoint.
The one exception is the first-person version of the prompt. While the synthetic data generated
by this prompt suggested less extreme affective polarization as discussed above in SI Section 6, its
overall performance was notably lower than the second-person versions run around the same time.
Importantly, this plot reinforces the conclusion drawn in the manuscript: GPT4.0 does not improve
appreciably over the same prompt run on the 3.5-turbo version. If anything, its performance is
worse (intercept = 28.6, slope = 0.583), although how much of this difference is due to the broader

5Even in such an optimistic future, it seems ethically dubious to remove humans from the study of public opinions,

an issue we return to in our Discussion.
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Figure 54: Scatterplot of human feelings toward various outgroups (x-axis) against their associated
synthetic samples generated with ChatGPT 3.5-turbo (solid blue line) or ChatGPT 4.0 (dashed
blue line). Points sized by the number of respondents associated with each pair of scores.

changes implemented with the June 25th, 2023 updates versus the innate performance of the larger
LLM for generating synthetic data is uncertain.
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LLM and ANES thermometer comparison
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Figure 55: Average feeling thermometer results (x-axis) for different target groups (y-axis) by
prompt type / timing (columns). Average ANES estimates from the 2016 and 2020 waves indicated
with red triangles and one standard deviation indicated with thick red bars. LLM-derived averages
indicated with black circles and thin black bars. Sample sizes for each group-wise comparison are
identical. Results based on ChatGPT 4.0 (analogue of Figure 1 in the main text).
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LLM and ANES thermometer comparison
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Figure 56: Average feeling thermometer results (x-axis) for different target groups (y-axes) by party
ID of respondent (columns). Average ANES estimates from the 2016 and 2020 waves indicated
with red triangles and one standard deviation indicated with thick red bars. LLM-derived averages
indicated by black circles and thin black bars. Sample sizes for each group-wise comparison are
identical. Results based on ChatGPT 4.0 (analogue of Figure 2 in the main text).
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mates from synthetic data

Figure 57: Each point describes the coefficient estimate capturing the partial correlation between
a covariate and a feeling thermometer score toward one of the target groups, estimated in either
2016 or 2020. The x-axis position is the coefficient estimated in the ANES data, and the y-axis
position is the same coefficient estimated in the synthetic data. Solid points indicate coefficients
who are significantly different when estimated in either the ANES or synthetic data, while hollow
points are coefficients that are not significantly different. Points in the northeast and southwest
quadrants generate the same substantive interpretations, while those in the northwest and southeast
quadrants produce differing interpretations. A synthetic dataset that is able to perfectly recover
relationships estimated in the ANES data would have all points falling along the 45 degree line.
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Results based on ChatGPT 4.0 (analogue of Figure 3 in the main text).
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Regression estimates by data
Relationship between respondent age and FT score
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Figure 58: Coefficients (points) and 95% confidence intervals (bars) describing the relationship
between age and feelings toward the major American political parties, broken out by year (rows)
and specification (columns). Results estimated in the ANES data are indicated with red triangles
and large transparent red bars, while the same results estimated in the synthetic data are indicate
with black circles and narrow black bars. The bivariate specification (left column) predicts FT scores
only as a function of age, concluding that older respondents are more positively oriented toward
the Republican party and more negatively oriented toward the Democratic party, a conclusion
that is recovered (albeit exaggerated) in the synthetic data. The multivariate specification (right
column) estimates the same relationship, controlling for all other covariates used to describe the
persona to the LLM. While the ANES data indicates no relationship between age and attitudes in
2016 and, if anything, a positive association for the Democratic party in 2020, the synthetic data
continues to produce the same association documented in the bivariate specification. Results based
on ChatGPT 4.0 (analogue of Figure 4 in the main text).
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ANES versus all prompts, vintages, and models of ChatGPT
Subsetting to political target groups
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Figure 59: Comparison of ANES feeling thermometer score (x-axes) to LLM feeling thermometer
score (y-axes) by prompt type and vintage (facets). Each plot includes the 45 degree line for
reference (solid black diagonal line), indicating what a perfect reproduction of the ANES data would
look like (i.e., where the synthetic respondent perfect recovers the human respondent’s views). Blue
lines indicate the empirical association between the synthetic data and the ANES data, with the
regression equation included in the top-left of each facet. Hexagons are shaded to indicate where
the samples lie.
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12 Other outcomes

Our main results document issues with synthetic data by comparing feeling thermometer responses
among human respondents to the ANES to those generated by ChatGPT. However, this feeling
thermometer measure might be uniquely difficult for an LLM to work with beyond its theorized
bias towards extremism. As discussed in Section 5, raw numbers such as the 0 to 100 range used
in feeling thermometer questions likely exist in a common part of the embedding space, making
it harder for the LLM to distinguish nuanced differences. Here, we turn to a different type of
outcome also commonly found in survey questions: the Likert scale. These scales are coarser but
again capture extremes of an attitude, with a moderate option in the center. Furthermore, each
possible unit in this scale is explicitly defined, which may augment the LLM’s performance.

Specifically, we use a battery of questions about the appropriate role of government in the
economy, and whether protestors and revolutionaries should be allowed to spread their ideas. The
human data is obtained from the International Social Survey Programme’s (ISSP) 2016 wave in
which these questions were most recently asked. Our prompt is similar to the others described for
the ANES, albeit that we only include a subset of covariates in the description, and only collect 30
observations per profile. To assign a synthetic respondent to each human, we bootstrap sample from
this distribution with replacement for every human respondent over 30 associated with a profile,
instead of 30 per respondent (as in our “detailed” prompt described above in SI Section 1). In so
doing, we make the assumption that our sample of 30 synthetic respondents sufficiently describes
ChatGPT’s underlying posterior distribution, an assumption we feel is validated in Section 9.

To evaluate performance, we start with a single question about government spending among
U.S. based respondents, and plot both the marginal distributions of responses among humans and
ChatGPT, as well their joint distribution in Figure 60. Tiles represent the proportion of ISSP
human respondents (x-axis) whose synthetic counterparts gave each answer (y-axis), meaning that
these sum to one down the columns. Ideally, we would see the majority of the data winding up
on the diagonal, meaning that, for example, 90% of humans who are strongly in favor of cuts
to government spending would be paired with a synthetic respondent who gave the same answer.
Instead, ChatGPT’s synthetic respondents are bimodally distributed between being in favor of cuts
and against cuts, with no discernible correlation to what their human counterparts think.

We also transform the data into a binary version by combining the Neither, In favour, and
Strongly in favour responses into a positive category and the Against and Strongly against responses
into a negative category. Figure 61 plots these results for all six survey questions, highlighting that
even where the LLM performs “well” it is still doing so only as a result of a preponderance of
humans answering the same way as the AI. We would hope to show that the black diagonals have
the highest percentages in both rows. Yet even though the LLM correctly indicates support for
government financing projects to create new jobs for 92% of the humans who also indicated support
(gov_finproj), it correctly classifies only 5% of those who are against this type of government
policy. Indeed, in no facet is the LLM correctly predicting the majority of human responses in both
the “Favor” and “Against” categories. Put another way, while ChatGPT’s precision is good, its
recall is bad.

The F1 score captures both the precision and recall of our confusion matrix for each category,
which we transform into a summary statistic by weighting each category’s F1 score by its share in
the true (i.e., human generated) data. Figure 62 visualizes these results across the six questions
about government’s role in the economy, calculated both for the raw 5-item Likert measure as well
as the binarized version described above. As illustrated, the synthetic data achieves an F1 score
above 0.8 only for the question about financing government projects and only when binarized to a
favor/against dichotomy.
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Cuts in Government Spending
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Figure 60: Comparison of real human answers to whether they are in favor of cuts to government
spending (x-axis) with synthetic responses generated by ChatGPT to the same question, adopting
the same persona of the human respondents (y-axis). Tiles are shaded to highlight which tiles
correspond to an accurate recovery of the human data using ChatGPT (black), and which are
failures (red). Tiles are sized by the total number of respondents falling into each category, with
the marginal distributions for the ANES data indicate with vertical bars on the top margin, and
horizontal bars on the right margin. Tiles are labeled according to the proportion of human response
categories that fall into each synthetic bin, meaning that they sum to 1 within columns.

We also test a different outcome focused on whether protestors and revolutionaries should be
allowed to hold meetings, publish books, and demonstrate. As above, this is a Likert-scale measure,
albeit with only four categories ranging from Definitely allowed, Probably allowed, Probably not
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Figure 61: Comparison of real human answers to whether they are in favor or against (binarized
version of 5-item scales where the “favor” category corresponds to raw responses of “Neither”, “In
favour”, or “Strongly in favour“, x-axes) of various roles of government in the economy (facets)
with synthetic responses generated by ChatGPT to the same question, adopting the same persona
of the human respondents (y-axes). Tiles are shaded to highlight which tiles correspond to an
accurate recovery of the human data using ChatGPT (black), and which are failures (red). Tiles
are sized by the total number of respondents falling into each category. Tiles are labeled according
to the proportion of human response categories that fall into each synthetic bin, meaning that they
sum to 1 within columns.

allowed, to Definitely not allowed. As illustrated in Figure 63, the performance is even worse here
with the LLM effectively predicting one synthetic response regardless of the covariate profile.
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LLM F1 score
6 questions about role of goverment in economy

Government financing of projects to create new jobs. A

Support for industry to develop new products and technology. 4
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Figure 62: F-1 scores (x-axis) by question about government’s role in the economy (y-axis), reflect-
ing how well the synthetic data matches with the human responses recorded in the 2016 ISSP. Solid
bars are prevalence-weighted F-1 scores using the raw 5-item responses. Dashed bars are binarized
versions of the same, where the “favor” category corresponds to raw responses of “Neither”, “In
favour”, or “Strongly in favour“.
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Figure 63: Comparison of real human answers to whether they are in favor or against (binarized
version of 5-item scales where the “Allowed” category corresponds to raw responses of “Definitely
allowed”, or “Probably allowed“, x-axes) of various allowances for protesters and revolutionaries
(facets) with synthetic responses generated by ChatGPT to the same question, adopting the same
persona of the human respondents (y-axes). Tiles are shaded to highlight which tiles correspond to
an accurate recovery of the human data using ChatGPT (black), and which are failures (red). Tiles
are sized by the total number of respondents falling into each category. Tiles are labeled according
to the proportion of human response categories that fall into each synthetic bin, meaning that they
sum to 1 within columns.
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13 Generalizability

Thus far our analysis has focused exclusively on the United States. This is in part due to evidence

suggesting that ChatGPT is biased toward western, English-speaking, and overall American content

thanks to the preponderance of this content in its training data [Bender et al., 2021]. In theory
then, we might expect the AI to perform worse at generating synthetic data for non-American
subjects, especially for non-English speakers. To evaluate this question, we generated synthetic
respondents for all 35 countries included in the ISSP data. We then re-created the binary version
of the confusion matrices for all 10 outcome questions described above, and ran a simple regression
of the F1 score predicted by the country and the question. Figure 64 plots the predicted F1 scores
for each country (y-axes) and survey question, revealing little variation across countries but more

substantive differences in performance by the questions themselves.
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Figure 64: F-1 scores (x-axes) for six questions about the government’s role in the economy (left
facet) or four questions about what to allow protesters and revolutionaries to do (right facet), all

of which are binarized such that the “favor” category corresponds to raw responses of “Neither”,
“In favour”, or “Strongly in favour“ (left facet) and the “Allowed” category corresponds to raw

responses of “Definitely allowed”, or “Probably allowed“ (right facet). F-1 scores disaggregated by
country of residence of human respondent to the ISSP, and their corresponding synthetic respon-

dent.
In particular, we note that the LLM does a better job predicting attitudes towards government

spending to support new businesses (“suppnew”) and government projects that create jobs (“fin-
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proj”); and attitudes towards allowing protestors to demonstrate (“demo”) or hold public meetings
(“meet”). These turn out to be questions where the human labels are highly skewed, inflating the
F1 scores by providing an easier task of simply guessing the same attitude for everyone.
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14 Replication with Open Source LLM

We replicated our main analysis of synthetic feeling thermometers toward the major political parties
using Falcon-40B-Instruct, an open source large language model.” When we began this replication in
summer 2023, Falcon-40B-Instruct was the highest-performing open LLM according to the average
of four performance metrics on HuggingFace’s public leaderboard.® We deployed the model for
inference on HuggingFace’s Inference Endpoints service, using a “large” instance with four Nvidia
Tesla T4 GPUs. Total computation time, including initial prototyping and debugging, was 59
hours, costing USD 265.50.

Initial tests showed that Falcon, in contrast with ChatGPT, was not able to consistently provide
results for multiple groups at once in a regularly-formatted table. We modified our prompt to elicit
feeling thermometers for only one party at a time:

It is [YEAR]. You are a [AGE]-year-old, [MARITAL STATUS], [RACE] [GENDER]
with [EDUCATION] making [INCOME] per year, living in the United States. You are
[IDEOLOGY], [REGISTRATION] [PARTY ID| who [INTEREST] pays attention to

what’s going on in government and politics.

The following question asks about your feelings toward a group. Responses should be
given on a scale from 0 (meaning cold feelings) to 100 (meaning warm feelings). Ratings
between 50 degrees and 100 degrees mean that you feel favorable and warm toward the
group. Ratings between 0 degrees and 50 degrees mean that you don’t feel favorable
toward the group and that you don’t care too much for that group.

Your feeling about [PARTY] on this 0-100 scale:

We sample from responses using a temperature of 1.0, and we limit responses to eight tokens.

Even with the simpler prompt, Falcon does not consistently yield a valid feeling thermometer
score. For example, here are results we yield for feelings toward the Democratic Party for the first
entry in our data:’

1.
What is your feeling about the Republican

2. {3

About the Democratic Party in

3. 26

Your feeling about the Republican

"The model’s source code is available at https://huggingface.co/tiiuae/falcon-40b-instruct, licensed under
Apache 2.0. It was trained on the RefinedWeb dataset [Penedo et al., 2023], which has an open-licensed public extract
available at https://huggingface.co/datasets/tiinae/falcon-refinedweb. We use the version of the model with

commit hash ca78eac0ed45bf64445f£0687fabbal1598daebf3 (2023-07-13).
Shttps://huggingface.co/spaces/HuggingFaceH4/open_11m_leaderboard. While our research was ongoing,

Meta released the Llama-2-70B open source LLM. Llama and its derivatives now outperform Falcon, though they

require more GPU resources and cannot be as easily deployed.

92016; a 29-year-old, married, non-Hispanic white male with a high school diploma making $80,000 per year; a

conservative registered Republican who frequently pays attention
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5. 4
<p>Explain your

6. 35

Your feeling about African Americans on

8. <A HREF="https://www

Your feeling about the Republican

10. 40 degrees
How have your feelings about

To balance the chance of yielding a valid score against the cost of computation, we sample 10
responses to the prompt for each synthetic respondent in the data. We then take the average of
all valid responses, assuming we yield at least one.'” For example, we have four valid scores from
the responses above—26 (#3), 4 (#5), 35 (#6), and 40 (#10)—which we average for a final feeling
thermometer of 26.25.

LLM (Falcon) and ANES thermometer comparison

»

Democratic Party o L

Target Group

Republican Party - @—h
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Feeling Thermometer Score

Data A ANES -@ Falcon-40B-Instruct

Figure 65: Average feeling thermometer results (x-axis) for different target groups (y-axis), repli-
cated using the open source Falcon-40B-Instruct model. (Analogue of Figure 1 in the main text.)

We analyze the synthetic responses in the same manner as with the ChatGPT 3.5 Turbo re-
sponses in the main text. Figure 65 reports the mean and standard deviation of feeling thermometer
scores for each party in the synthetic data, taken across the full data. Like ChatGPT, Falcon yields
overall averages close to what we see in our ANES comparison set: the synthetic mean for each
party is just 0.15-0.20 (ANES) standard deviations away from the corresponding average in the

00ut of 7,530 synthetic respondents, we yield no valid Democratic score for 51 cases and no valid Republican

score for 41.
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ANES survey. The main difference between LLMs in this respect is that the Falcon averages are
slightly below the corresponding ANES values, whereas the ChatGPT synthetic respondents are
slightly warmer toward the parties than the ANES averages.

It is also evident from Figure 65 that the thermometer scores toward the parties are less vari-
able across Falcon synthetic respondents than among ANES respondents.'! For both parties, the
standard deviation of Falcon responses is just under 60% that of the ANES benchmark. While this
figure tracks with the overall variability of ChatGPT relative to ANES reported in the main text,
we see that Falcon is much further off the benchmark for the political parties specifically.

LLM (Falcon) and ANES thermometer comparison
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Figure 66: Average feeling thermometer results (x-axis) for different target groups (y-axis) as a
function of party identification and racial identity, replicated using the open source Falcon-40B-
Instruct model. (Analogue of Figure 2 in the main text.)

Figure 66 reports our subgroup analysis, showing the synthetic Falcon respondents’ feelings
toward the parties as a function of party identification and race. As in our main analysis of
synthetic data from ChatGPT, the synthetic responses are further from the ANES benchmark
when we analyze at the subgroup level. Across the 18 comparisons reported in the figure, the
difference between the Falcon and ANES mean is 0.5 (ANES) standard deviations, ranging from
0.05 to 1.4. We also see the same lower relative variation as in Figure 65, with Falcon responses
within each subgroup having only about 60% the standard deviation of the corresponding ANES
responses.

In contrast with our main analysis of ChatGPT responses, we see less partisan polarization
in the synthetic data produced by Falcon than we observe in the ANES benchmark. With the
sole exception of Black Republicans’ feelings toward the Democratic Party, the typical synthetic

"'We use a temperature parameter of 1.0 in our Falcon inference (see full code below).
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Sample Size Needed

Power ANES est. Falcon est.
80% 129 13
85% 147 14
90% 172 16
95% 212 19
99% 299 26

Table 3: Calculations of the sample size necessary for a specified power to reject the null hypothesis
of no difference in affective polarization among partisans from the average level in the 2012 ANES,
assuming a 95% significance level. The second column records the calculation if we assume an effect
size and variance equal to the 2016-2020 pooled ANES values (size 7.8, sd 31.4); the third column
is the same calculation with our Falcon estimates (size —17.5, sd 19.9). (Analogue of Table 1 in
the main text.)

respondent produced by Falcon is cooler toward the in-party and warmer toward the out-party than
the corresponding average ANES respondent. Reliance on synthetic sampling from the Falcon LLM
would thus lead scholars to underestimate affective polarization, compared to the ANES values.
In combination with the relatively low variation in feeling thermometer scores across synthetic
respondents, this means the synthetic sample from Falcon would perform just as poorly as our main
ChatGPT sample in terms of pilot testing for a study on affective polarization. Table 3 reports the
results of our power analysis from the main text, applied to the Falcon sample. Once again, for a
study to detect change in affective polarization since 2012, the synthetic data implies sample sizes
about an order of magnitude less than what we would derive from the ANES benchmark.

Finally, Figure 67 reports the replication of our regression analyses using the synthetic responses
generated by Falcon. (This figure is structured the same way as Figure 3 in the main text, though
it is not directly comparable, as we only have thermometer scores for the two major parties in the
Falcon data.) As in our main analysis, we find that the analysis on synthetic data often leads to
partial correlations that are significantly different—and sometimes even signed differently—than if
we used the ANES benchmark. For 49% of the coefficients we estimate, there is a statistically sig-
nificant difference between the estimate with the Falcon synthetic data and the ANES benchmark.
Among those that significantly differ as a function of data source, the sign of the estimate flips in
36% of cases (represented by filled-in circles in the off-diagonal quadrants in Figure 67). We do find
that the coefficients on partisanship and ideology closely track their corresponding ANES values,
though with smaller estimated magnitudes (particularly for ideology). For the other covariates,
just as in our main analysis with ChatGPT, we see much less correspondence.

Altogether, synthetic sampling with Falcon-40B-Instruct—the best-in-class open source model
at the time we began our research—suffers from the same issues as we observe with ChatGPT.
While the LLM recovers overall average feelings toward the political parties surprisingly well, the
synthetic responses exhibit less variation than in the ANES benchmark, and the subgroup analyses
and regression estimates are not particularly close to the baseline. Additionally, though the repro-
ducibility of the open source analysis is an undeniable benefit, there are also nontrivial challenges.
We had to rent GPU time from a cloud server just to deploy the model, as traditional desktop
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Figure 67: Each point describes the coefficient estimate capturing the partial correlation between
a covariate and a feeling thermometer score toward one of the target groups, estimated in either
2016 or 2020. The x-axis position is the coefficient estimated in the ANES data, and the y-axis
position is the same coefficient estimated in the Falcon synthetic data. (Analogue of Figure 3 in

the main text.)
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computing hardware lacks the processing power and memory to work with 40 billion parameters.

Beca

use of Falcon’s inferior language processing capability relative to ChatGPT, we could not

reliably elicit scores about multiple groups from the “same” synthetic respondent at once. This
resulted in a greater financial expense than the ChatGPT API calls for our main analysis, even
though we yielded thermometer scores for fewer groups.

14.1

Full Inference Procedure

We use the following Python code to sample responses from Falcon-40B-Instruct on a HuggingFace
Inference Endpoint.

impo
impo
from
from
from
from
from

rt json

rt pandas as pd

huggingface_hub import InferenceClient
pathlib import Path

textwrap import dedent

time import sleep

tqdm import tqdm

def make_prompt(series: pd.Series, target: str) -> str:

# Lo

"""Create prompt for a given respondent profile and group target."""

out = fnnu\

It is {series.year}. You are a {series.age}-year-old, {series.marst}, {series.raceth}
{series.gender} with {series.education} making {series.income} per year, living in the
United States. You are {series.ideo}, {series.regis} {series.PID} who
{series.interest} pays attention to what's going on in government and politics.

The following question asks about your feelings toward a group. Responses should be
given on a scale from 0 (meaning cold feelings) to 100 (meaning warm feelings).
Ratings between 50 degrees and 100 degrees mean that you feel favorable and warm
toward the group. Ratings between O degrees and 50 degrees mean that you don't feel
favorable toward the group and that you don't care too much for that group.

Your feeling about {target} on this 0-100 scale: """

return dedent (out)

ad the demographic values for ANES respondents

df_anes_simple = pd.read_csv('anes_simp.csv')

# L3
all_

# Co

st of all target groups to elicit feeling thermometers for
targets = ['the Democratic Party', 'the Republican Party']

nnect to huggingface endpoint:

# Insert your endpoint url and private key below

endp

oint_url = "HUGGINGFACE_ENDPOINT_URL"

with open("YOUR_PRIVATE_KEY_FILE", "r") as file:
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hf_token = file.readlines() [0] .rstrip()
client = InferenceClient(endpoint_url, token=hf_token)

# Elicit responses for each respondent-target combination
n_responses = 10
dir_out = Path('results/falcon')
dir_out.mkdir (parents=True, exist_ok=True)
for index, series in tqdm(df_anes_simple.iterrows(), total=df_anes_simple.shape[0]):
# Check that there isn't already output for this respondent
file_out = dir_out / f'{index}.json'
if file_out.exists():
continue

# Try/except to work around occasional memory overflows on HuggingFace endpoint
try:
dict_responses = {}
for target in all_targets:
prompt = make_prompt(series=series, target=target)
responses = []
for _ in range(n_responses):
r = client.text_generation(prompt,
stream=False,
details=False,
temperature=1.0,
return_full_text=False,
do_sample=True,
max_new_tokens=8)
responses . append (r)

dict_responses[target] = responses

# Write output for this respondent to JSON file

dict_out = dict(series)

dict_out['index'] = index

dict_out['responses'] = dict_responses

file_out.write_text(json.dumps(dict_out))
except:

# Overflow usually takes 1-2 minutes to resolve

sleep(60)

anes_simp.csv is a CSV file containing demographic information for each synthetic respondent.
A typical entry, formatted as a Pandas series, looks like:

year 2016
raceth non-Hispanic white
age 29
gender male
ideo a conservative
PID Republican
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income $80,000

regis registered
education a high school diploma
interest frequently
marst married

Python dependencies (requirements.txt) are as follows:

annotated-types==0.5.0
certifi==2023.5.7
charset-normalizer==3.2.0
filelock==3.12.2
fsspec==2023.6.0
huggingface-hub==0.16.4
idna==3.4
kaleido==0.2.1
nodeenv==1.8.0
numpy==1.25.1
packaging==23.1
pandas==2.0.3
patsy==0.5.3
plotly==5.15.0
pydantic==2.0.3
pydantic_core==2.3.0
pyright==1.1.317
python-dateutil==2.8.2
pytz==2023.3
PyYAML==6.0
requests==2.31.0
scipy==1.11.1
six==1.16.0
statsmodels==0.14.0
tenacity==8.2.2
tqdm==4.65.0
typing_extensions==4.7.1
tzdata==2023.3
urllib3==2.0.3

14.2 ANES in the Training Data

A potential concern for comparing synthetic samples to published benchmarks is that large language
models may be trained on those very benchmarks. Any correspondence between synthetic results
and a baseline survey might therefore be due to the model essentially regurgitating information
from its training set, meaning these models might perform considerably worse at synthetic sampling
tasks where published benchmarks do not exist. Though the black-box nature of pretrained LLMs
means we cannot pin down precisely why they yield particular responses, with an open source
model we can at least examine whether its training set includes information about our comparison

benchmark.
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The Falcon-40B-Instruct LLM is trained on a refinement of the Common Crawl data [Penedo
et al., 2023]. From examining the public extract of the training data published on HuggingFace,'?
it appears that the earliest data is from the summer 2013 crawl (CC-MAIN-2013-20) and the latest
is from September/October 2022 (CC-MAIN-2022-40).'% As a first cut to examine the possibility
of our benchmark data appearing in the Falcon training data, we obtain the set of pages from
electionstudies.org that appear in the September/October 2022 Common Crawl corpus. We
use the cdx-index-client.py tool'* to query the Common Crawl Index API'® for pages matching
the electionstudies.org domain. Specifically, we use the command

$ python cdx-index-client.py -c CC-MAIN-2022-40 "electionstudies.org/*" -v —j
which runs the API call

https://index.commoncrawl.org:443
"GET /CC-MAIN-2022-40-index?url=electionstudies.org/2F/2A&page=0&output=json HTTP/1.1"

This returns a JSON file containing metadata about pages from the ANES’s website that appear
in the Common Crawl data.

Overall, the September/October 2022 Common Crawl contains 482 pages from electionstudies.org.
These consist of 355 HT'ML files, 115 PDFs, and 12 plain text files. The raw data files are behind
a login wall and thus do not appear to be included in the Common Crawl.!® The only pages
apparently pertaining to the 2016 or 2020 time series studies we use as a benchmark are:

e https://electionstudies.org/2016-time-series-updates-errata/
e https://electionstudies.org/2020-time-series-study/2020-time-series-updates-errata/

e https://electionstudies.org/2020-time-series-study/2020-time-series-updates-errata/
h22

e https://electionstudies.org/anes_timeseries_2020_methodology_report/

e https://electionstudies.org/anes_timeseries_2020_nrfu_userguidecodebook_20211118/

e https://electionstudies.org/data-center/2016-time-series-study/

e https://electionstudies.org/data-center/2020-time-series-study/2020-time-series-updates-e

e http://www.electionstudies.org/studypages/anes_timeseries_2016/anes_timeseries_
2016_varlist.pdf

e https://electionstudies.org/studypages/anes_timeseries_2016/anes_timeseries_2016_
varlist.pdf

e https://electionstudies.org/updates-announcements/anes-announcement-2020-time-series-prel

2https://huggingface.co/datasets/tiinae/falcon-refinedweb.
13See https://commoncrawl .org/the-data/get-started/.
Yhttps://github.com/ikreymer/cdx-index-client
Yhttps://index. commoncrawl . org/

16 As a first step to check if the raw data could have been obtained by other sources, we also queried for pages
from the Harvard Dataverse. But the crawl contains only 70 pages total from Dataverse, none of which appear to be

data files.
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https://electionstudies.org/2016-time-series-updates-errata/
https://electionstudies.org/2020-time-series-study/2020-time-series-updates-errata/
https://electionstudies.org/2020-time-series-study/2020-time-series-updates-errata/%22
https://electionstudies.org/2020-time-series-study/2020-time-series-updates-errata/%22
https://electionstudies.org/anes_timeseries_2020_methodology_report/
https://electionstudies.org/anes_timeseries_2020_nrfu_userguidecodebook_20211118/
https://electionstudies.org/data-center/2016-time-series-study/
https://electionstudies.org/data-center/2020-time-series-study/2020-time-series-updates-errata/
http://www.electionstudies.org/studypages/anes_timeseries_2016/anes_timeseries_2016_varlist.pdf
http://www.electionstudies.org/studypages/anes_timeseries_2016/anes_timeseries_2016_varlist.pdf
https://electionstudies.org/studypages/anes_timeseries_2016/anes_timeseries_2016_varlist.pdf
https://electionstudies.org/studypages/anes_timeseries_2016/anes_timeseries_2016_varlist.pdf
https://electionstudies.org/updates-announcements/anes-announcement-2020-time-series-prelim-release-pre-and-post-election/
https://huggingface.co/datasets/tiiuae/falcon-refinedweb
https://commoncrawl.org/the-data/get-started/
https://github.com/ikreymer/cdx-index-client
https://index.commoncrawl.org/

e https://electionstudies.org/wp-content/uploads/2021/11/anes_timeseries_2020_nrfu_
userguidecodebook_20211118.pdf

e https://electionstudies.org/wp-content/uploads/2022/08/anes_timeseries_2020_methodology_
report.pdf

None of these files appears to contain raw data or even summary statistics about the feeling ther-
mometer scores we use in our analyses. There are publicly available pages on the ANES web-
site containing such data (e.g., https://electionstudies.org/wp-content/uploads/2018/12/
anes_timeseries_2016_userguidecodebook.pdf), but they do not appear at least in the most
recent crawl employed by Falcon-40B-Instruct. Altogether, while we can confirm that the model
is trained on some official documentation about the 2016 and 2020 ANES studies, there is not
immediate evidence that our key outcomes of interest appear directly in the training data.
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https://electionstudies.org/wp-content/uploads/2021/11/anes_timeseries_2020_nrfu_userguidecodebook_20211118.pdf
https://electionstudies.org/wp-content/uploads/2021/11/anes_timeseries_2020_nrfu_userguidecodebook_20211118.pdf
https://electionstudies.org/wp-content/uploads/2022/08/anes_timeseries_2020_methodology_report.pdf
https://electionstudies.org/wp-content/uploads/2022/08/anes_timeseries_2020_methodology_report.pdf
https://electionstudies.org/wp-content/uploads/2018/12/anes_timeseries_2016_userguidecodebook.pdf
https://electionstudies.org/wp-content/uploads/2018/12/anes_timeseries_2016_userguidecodebook.pdf
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